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Abstract The upper ocean response to wind stress is examined using 8 months of unique near-surface
moored velocity, temperature, and salinity data at 0°N, 23°W in the equatorial Atlantic. The effects of wind
stress and shear on the time-varying eddy viscosity are inferred using the surface shear-stress boundary
condition. Parameterizations of eddy viscosity as a function of wind stress and shear versus wind stress alone
are then examined. In principle, eddy viscosity should be proportional to the inverse shear, but how it is
represented implicitly or explicitly can affect estimates of the near-surface flow field. This result may explain
some discrepancies that have arisen from using parameterizations based only on wind stress to characterize
the effects of turbulent momentum mixing.

1. Introduction

The turbulent vertical flux of wind-driven momentum plays a crucial role in the near-surface momentum
budget [Smyth et al., 1996] and is critical for accurate understanding and modeling of near-surface currents.
This is particularly important at low latitudes, where diminished rotational constraints increase the sensitivity
of modeled currents and sea surface temperature to vertical mixing [Schneider and Müller, 1994]. Most
commonly, the Reynolds stress is approximated by assuming down-gradient transport by turbulence,
parameterized by a turbulent eddy viscosity, denoted Av. Closing the equations of motion then becomes a
task of correctly parameterizing Av as a function of known variables.

Ultimately, accurate parameterizations of near-surface Av need to account for a wide-variety of physical
processes, including shear instabilities, thermal convection, Langmuir circulation, and wave breaking [cf.
Sullivan and McWilliams, 2010]. However, a simple approach that is often applied within the unstratified
surface mixed layer, where Richardson number-dependent parameterizations are not applicable, is to
parameterize Av as a function of the wind stress alone. This approach has a long history in the literature,
dating back to Ekman [1905] and, more recently, Santiago-Mandujano and Firing [1990, hereinafter SF90]. The
simplicity of this type of parameterization lends itself well to analytic studies of the Ekman layer [Cronin and
Kessler, 2009] or in applications where detailed upper ocean data are lacking, such as with the Ocean Surface
Current Analysis-Real Time (OSCAR) surface current product [Bonjean and Lagerloef, 2002], which utilizes only
remotely sensed data.

Despite the widespread use of wind stress parameterizations of Av, the literature contains a large spread of
coefficients [Huang, 1979; SF90] and lacks clarity on their appropriate usage. Progress on this topic has been
hampered by the relative scarcity of observations of near-surface velocity, as shipboard current profilers are
limited by ship draft and moored upward facing acoustic Doppler current profilers (ADCPs) are subject to
surface reflection effects. Here we utilize a unique data set from a moored downward facing ADCP in the
equatorial Atlantic, providing both high vertical resolution and an extended time series of near-surface
velocity. Using these data, we infer an eddy viscosity based on wind stress data and near-surface shear and
examine three parameterizations. Model 1 is based on regression analysis using only wind stress, following
SF90. Models 2 and 3 are formulated explicitly to include themean shear, which improves their generality and
may lead to significantly more accurate modeling of near-surface flow.

2. Data and Methods

As part of an engineering comparison of current meters, a 600 kHz ADCP was deployed at the 0°N, 23°W
Prediction and Research Moored Array in the Tropical Atlantic [Bourlès et al., 2008] mooring from 13 October
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2008 through 18 June 2009. The ADCP was deployed facing downward on the mooring bridle and returned
data in 0.75m vertical bins between z=�3.76m and z=�38.26m (supporting information Figures S1b and S1c).
To limit the effect of mooring motion due to surface waves, each velocity datum was recorded as the ensemble
average of 120 consecutive 1Hz samples, once per hour at the top of the hour.

Several ADCP velocity bins were biased by sidelobe reflection off instruments on the mooring line. Corrupted
bins were identified visually based on discontinuities in profiles of echo intensity and velocity and were
removed from the data. Data collected during 14–15 October 2008 and 18–19 March 2009 were particularly
noisy and consequently excluded from the analysis. ADCP velocity data were compared with point current meters
located at depths of 6, 10, 17, 20, and 26m. After correction for a systematic bias in the ADCP compass headings,
the hourly zonal (meridional) interpolated ADCP velocities compared favorably with the point current meters, with
correlation coefficient r=0.994 (r=0.985) and RMS differences of 0.032ms�1 (0.038ms�1) at 6m depth.

Near-surface shear was calculated by forward differencing between z=�3.76m and z=�7.51m, the up-
permost uncorrupted bins, giving a nominal depth for the uppermost shear bin of 5.64m (Figure S1d). A
white-noise threshold for shear was determined from the spectra of shear components by taking the average
spectral level (S) from 4.8 cycles per day (cpd) to the Nyquist frequency (NF) and estimating the RMS shear

error asσE ¼ S� NF½ �12. For the hourly shear magnitude, σE= 1.2 × 10� 2s� 1, consistent with estimates derived
from RMS differences between the point current meters and the ADCP.

Temperature and salinity were recorded every 10min, at depths of 1, 5, 10, 13, 20, 23, 40, and 60m and 1, 5,
20, 40, and 60m, respectively. The 1m salinity data were only returned for the first 22 days of the record.
During this period the hourly 5m salinity values were highly correlated with the 1m values (R2 = 0.98); hence,
linear regression was used to fill the missing 1m salinity data using the 5m observations for the remainder of
the record. Density was then calculated using hourly averaged data and linearly interpolated to a uniform
grid (Figure S1e). Mixed layer depth was defined as the depth at which the density first exceeds the 1m
density by 0.125 kgm�3 [Levitus, 1982].

Wind stress was calculated from mooring observations of wind speed at 4m height (Figure S1a), using the
COARE 3.0b algorithm [Fairall et al., 2003]. We consider Av parameterizations formulated as functions of the
wind stress, rather than the wind speed. This approach is most general and avoids issues of consistency in
the choice of wind stress parameterizations when the Av parameterization is applied to new data sets.
Where necessary for comparison with prior work, we approximate the conversion between wind speed

and wind stress as →τ ¼ ρairCd
→
U
��� ���→U, where →

U is the wind velocity vector at 10m, ρair = 1.18 kg m� 3, and

Cd = 1.14 × 10� 3 chosen for consistency with SF90.

Observations where the velocity shear and wind stress components are of opposite signs (implying a negative Av),
where Av exceeds 0.045 m2 s�1, the 99th percentile estimated using the bootstrap method, or where the upper-
most bin of shear is below the mixed layer, were excluded from analysis.

3. Results
3.1. Eddy Viscosity

Continuity across the air-sea interface requires that the surface ocean stress match the wind stress. This leads

to the standard surface boundary condition, ρAv
→uz ¼→τ for z=0, where ρ is the density of seawater, →u

the horizontal velocity vector, z the vertical coordinate defined positive upward, →τ the wind stress vector,
and subscript z denotes differentiation. Assuming wind stress and shear are aligned (discussed below), the
boundary condition can be rearranged to give a formula for Av,

Av ¼ τ
ρuz

for z ¼ 0 (1)

where the vector notation has been dropped to indicate vector magnitudes.

We evaluate (1) using hourly wind stress and shear, assuming uniform stress in a layer between the surface and
5.64m. Observational evidence suggests that near-surface stress profiles decay smoothly from the surface
wind stress value [Smyth et al., 1996]; however, temporal variability of the vertical structure of near-surface
stress is not well understood and may be a function of Richardson number [Soloviev et al., 2001] or free-
surface effects [McWilliams et al., 2012]. Assuming a linear decay of stress between the surface and the
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thermocline [Hebert et al., 1991; Smyth et al., 1996], the average stress at 5.64m will be 92% of the surface stress,
which does not materially alter our analysis. Given this, we do not attempt to correct for a decaying near-surface
stress profile and proceed with the assumption of a uniform stress layer. Free-surface effects may modify the
shear profile near the surface; thus, the value of Av we infer is most conservatively treated as the 5.64m value.

Daily values of the shear direction are generally aligned with the wind stress direction (Figure 1a), although
greater scatter is observed in hourly values. Misalignment between wind stress and shear would suggest a
vector Av. However, as (1) still defines the magnitude of Av, we do not further consider the directionality of Av
here. Consistent with SF90, we find that the shear magnitude is not well correlated with the wind stress
magnitude (Figure 1b), confirming that Av must be a time-varying quantity in order to fulfill the surface
boundary condition. Observations span several decades of magnitude of Av (Figure 1b, color scale), with
comparable variance in each dimension.

The variance of Av can be approximated using the first-order Taylor expansion of (1), giving

Var Avð Þ≈ τ2

ρ2u2z

Var τð Þ
τ2

� 2Cov τ;uzð Þ
τ
_
uz

þ Var uzð Þ
u2z

� �
, where overbars denotemean values. The first and third terms on the

right-hand side are comparable in magnitude, and together are approximately 5 times larger than the co-
variance term. Two-dimensional projections of Av as a function of each independent variable (Figures 1c and
1d) also emphasize that although Av can be approximated as a univariate function of either stress or shear,
both independent variables contribute to the true Av. The accuracy of wind stress-only parameterizations will
decline with increasing shear variance, and so, before discussing parameterizations, we characterize the
variability of the shear.

3.2. Shear Variability

Figure 2 shows the variance-preserving spectra of the wind stress and shear components. Each component is
normalized by the square of its time domain mean, as it appears in the first-order Taylor series expansion of
the Av variance (section 3.1), allowing a frequency domain estimate of the relative contribution of each
variable to the eddy viscosity. At the lowest frequencies, variability is dominated by the wind stress, with
comparable contributions from both shear and stress between frequencies of approximately 0.05 to 0.8 cpd,
above which shear variance surpasses stress variance. Wind stress-only parameterizations are thus expected

Figure 1. (a) Daily averaged shear direction versus wind stress direction with shear magnitude (color scale, s�1); (b) hourly
shear magnitude versus wind stress magnitude, superimposed over the value of Av predicted by 1 (color scale, m2 s�1, and
log contours); (c) Av versus wind stress, with shear magnitude (color scale, s�1), (d) Av versus shear, with wind stress
magnitude (color scale, Pa).
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to perform best at the lowest frequen-
cies, where the relative shear variance is
low, and to miss significant portions of
the true variance at frequencies at or
above 0.05 cpd, where the shear
variance increases.

Shallow mixed layers were found to
be associated with both increased
variability and mean values of near-
surface shear (Figure 3). This is
believed to result from both the
formation of an afternoon near-surface
stratified diurnal jet [Price et al., 1986]
and the vertical advection of the high-
shear region on the upper flank of the
equatorial undercurrent during periods
of low wind stress (Figure 3, color scale,
and Figure S1). Consequently, for the

equatorial region, wind stress-only parameterizations may not be appropriate in the case of shallow mixed
layers or low wind stress. Alternatively, our assumption of uniform stress between the surface and 5.64m may
be violated when the mixed layer is shallow. Attempts to relate shear to other physical variables such as the
thermocline depth or the Monin-Obukhov length were unsuccessful.

Next, we consider three models that parameterize Av as a function of wind stress.

3.3. Model 1: Wind Stress Only

Previously, parameterizations of Av as a function of wind stress alone have specified a model of the form
Av= βτ, where β is estimated by least squares regression. When an intercept term is included, it is found to not
be significantly different than zero, as anticipated from (1), and we proceed using regression through the
origin, which produces the following estimate of the coefficient:

β̂ ¼ ∑τAv

∑τ2
¼ 1

ρ
1
uz

� �
þ Cov τ2; uz�1ð Þ

ρτ2
(2)

For our data set, β̂ ¼ 0:113 m2s�1Pa�1 (Table 1 and Figure S2), similar to that of SF90. We note that SF90
also considered a regression based on the logarithm of (1); however, in the wind ranges considered here

(0–10m s�1), the two formulations are very similar.

3.4. Model 2: Mean Inverse Shear

In our data set, the correlation between inverse shear
and squared stress is weak; thus, a simple and transpar-
ent estimate for β is given by

β ¼ 1
ρ
1
uz

(3)

In the case of completely uncorrelated inverse shear and
squared stress (3) is exactly equivalent to (2), and our

estimate β ¼ 0:108 m2s�1Pa�1 is within the confidence

intervals of our estimate of β̂ (Table 1 and Figure S2).
Model 2 has the advantage of explicitly including the
dependence on the mean inverse shear, a dependence
that is obscured in regression-based coefficients.

Figure 3. Daily shear magnitude at 5.64m versus mixed
layer depth (scatter), binned mean shear with 95% con-
fidence intervals based on a one-sample t-test (solid
line), and daily wind stress magnitude (color scale).

Figure 2. Variance-preserving spectra for (top) zonal and (bottom) merid-
ional components of wind stress (solid line) and shear at 5.64m (dashed
line), with 95% confidence intervals (shaded area). Both shear and stress
spectra are nondimensionalized as discussed in section 3.2.
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3.5. Model 3: Mean Shear

One important consequence of utilizing a parameterization where Av is directly proportional to the wind
stress is that it follows immediately from (1) that uz= (ρβ)� 1. Hence, the estimated surface shear magnitude is

assumed constant by definition. Generally, uz≠ uz�1
� ��1

, so the shear calculated using model 1, or 2, will be

biased relative to the true shear. This argues for the parameterization

eβ ¼ 1
ρ
1
uz

(4)

which is the first term in a Taylor expansion of (1), exact only when the true shear is constant. Table 1 shows
that by traditional measures model 3 underperforms the other models, and additionally, we note that it is
the most biased of the models for Av (Figure S2). However, model 3 minimizes ∑ (uz� (ρβ)� 1)2, the mean
square error of shear estimated using the surface boundary condition, desirable for modeling surface cur-
rents. This is discussed further below.

4. Discussion

In the absence of detailed upper ocean data it is often necessary to rely on very simple parameterizations ofAv, and
wind stress-only parameterizations have a history in the literature of over a century and remain an appealing goal
[Huang, 1979]. However, wind stress-only parameterizations, of any form, imply uz= τ[ρAv(τ)]

� 1, or equivalently
uz= f(τ). Without the inclusion of additional parameters to constrain the relationship between shear and stress,
Figure 1b suggests that the best possible choice may simply be constant uz, which implies Av∝τ. Within the
framework of Ekman dynamics, this can be understood as the boundary layer depth adjusting to the wind stress,
maintaining constant near-surface shear. Our analysis suggests that this form of parameterization may not be
accurate at frequencies above 0.05 cpd, and in the case of shallow mixed layers and low wind stress.

Examining the algebraic statement for the regression coefficient, (2) highlights the first-order dependence on
the mean inverse shear. Thus, discrepancies in published coefficients for wind stress-only parameterizations
could result simply from the different mean shears across observations, a fact that also raises doubts about
the generality of these parameterizations. Accordingly, rather than relying on published coefficients, it is
preferable to use some local estimate of the mean shear which might come from either in situ or historical
data when available. A high correlation betweenmonthly averaged bulk shear and bulk stratification over the
upper 30m (R2 = 0.80) is consistent with the observed relationship between shear and mixed layer
depth (section 3.2) and suggests the possibility that in situ stratification data might be used to infer an
expected near-surface shear when no direct estimate is available, a form of Richardson number closure
[cf. Pollard et al., 1972; Price et al., 1986; Ralph and Niiler, 1999].

Coefficients proportional to the mean inverse shear, as is implicit in regression-based models, result in
considerably biased estimates of the surface shear. Comparing the OSCAR model, which is based on the
analytical model of Bonjean and Lagerloef [2002] and utilizes the SF90 parameterization for equatorial Av, to
our data set reveals a 25 cm s�1 eastward bias in the OSCAR currents. This is consistent with a recently
identified eastward bias in the OSCAR climatology throughout the equatorial Atlantic and Pacific Oceans
[Lumpkin and Johnson, 2013]. For this data set model 3 implies surface shears 35% larger than SF90,
suggesting that a portion of the observed bias may be related to the choice of Av parameterization. However,
velocity errors are sensitive to both the surface value and the vertical profile of shear, highlighting the need
for further study of the vertical structure of Av in the near surface layer.

Table 1. Summary of Model Parametersa

β ×102 R2a R2b SE × 103 NRMSE

Model 1 11.3 (10.8, 11.9) 0.61 0.33 2.54 1.18
Model 2 10.8 (10.3, 11.4) 0.56 0.33 2.54 1.16
Model 3 6.59 (5.50, 7.67) 0.21 0.14 2.99 1.00
SF90 8.9 0.38 0.28 2.65 1.07

aβ (m2 s-1 Pa�1) coefficients with 95% confidence intervals is calculated using the wild bootstrap method; R2a is the
coefficient of determination for regression through the origin [Eisenhauer, 2003]; R2b is the standard squared correlation
coefficient; SE is the heteroscedastic-consistent standard error (m2 s�1) [Cribari-Neto, 2004]; and NRMSE is the RMS error
of the estimated shear, normalized by the standard deviation.
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