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Foreword

The papers presented here summarize the results of a one-day
conference on the use of lasers and lidars in ocean remote sensing,
held at Patricia Bay, B.C., on June 22, 1978. The purpose of the
conference was to assess and document the present state of applica-
tion of lasers to oceanography. This small but promising field is
currently seeing advances which, while not as rapid as one might
wish, are probably more limited by funds than by talent. If the
promises are all realized, it would be possible to measure remotely
profiles of upper ocean temperature, salinity, waves, sediment and
chlorophyl1l to interesting accuracies; the use of the sensors on
low-flying aircraft would greatly extend the rate of data-gathering
over present methods. While we are not yet there, the results pre-
sented in this report clearly point the way.

John R. Apel, Environmental Research Laboratories

Director, PMEL National Oceanic and Atmospheric Administration
3711 15th Avenue N.E.
Seattle, Washington 98105






Preface

Over the past several years there has been a considerable effort in the
remote sensing of ocean properties using visible, infrared, and microwave
radiation in both the active and passive modes. This has led to the develop-
ment of the collection of sensors flown aboard the SEASAT-1 and NIMBUS-7
satellite systems for measuring sea surface temperature and roughness, sur-
face wind speed and direction, sea surface topography, significant wave
height, and surface chlorophyll. A1l of these ocean sensors are capable of
measuring only surface properties, and cannot provide information concerning
the distribution of properties with depth because of the neg]iaib]e penetra-
tion of infrared and microwave radiation into the water, and the passive nature
of the visible sensors. The most viable method now known of obtaining verti-
cal profiles of properties is through the use of radar-like range-gated
systems with lasers as the radiation source. Such laser systems, usually
referred to as lidar, operating near the wavelength of maximum transmittance
of the water, would have sufficient penetration power to provide information
over depths of the order of tens of meters in favorable cases.

Because of the potential of such systems, operating from aircraft or
spacecraft, for providing information useful in both oceanographic and climat-
ic studies, Dr. John R. Apel suggested to the Editor that a one-day symposium
be organized for the purpose of bringing together investigators actively
studying problems associated with the applications and limitations of lasers
to the remote sensing of ocean properties. The relevant applications were
considered to be: temperature and salinity profiles, using time-resolved
(range-gated) Rayleigh, Raman, and Brillouin scattering; sediment load, using
Tyndall scattering; chlorophyll a concentration, using laser-induced in vivo
fluorescence; and bathymetry. The meeting was held on June 22, 1978, at the
Institute of Ocean Sciences, Patricia Bay, near Victoria, British Columbia,
Canada, immediately following the IUCRM Colloquium on "Passive Radiometry Of
The Ocean" (June 14-21). It consisted of eight invited papers, all of which
are presented in this report, and an open session devoted to a general dis-
cussion of ‘the various sensing techniques and their prognosis. This session
is summarized at the end of the report.

The Editor wishes to thank Dr. J.F.R. Gower of the Institute of Ocean
Sciences, Patricia Bay, for his hospitality in hosting the meeting, and Dr.
John R. Apel for suggesting the meeting and supporting the preparation of this
report.

Howard R. Gordon, Editor
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OCEAN REMOTE SENSING USING LASERS]

Summary of the Open Session

Reported By
Howard R, Gordon2
NOAA/PMEL

The purpose of this section is to report the results of the general
discussion session of the meeting, not to editorialize or present
personal opinions. The session consisted of a general discussion of
each of the three main topics addressed at the meeting: temperature and
salinity sensing, bathymetry, and fluorosensing chlorophyll a. Of these,
only the bathymetric applications appear to have reached the point of
being truly operational. It is now possible to measure depth D to a
precision of 4 to 10 cm (depending on the surface wave structure) to a
depth of 6 to 10 beam attenuation lengths (i.e., oD = 6 to 10 where o
is the beam attenuation coefficient). At night present systems have
achieved measurements to depths of 15 attenuation lengths.

The fluorosensing of chlorophyll a has yet to reach the operational
level. At the present stage of development, the emphasis has been on
measuring only the surface concentration from aircraft using the pulse
height of the fluorescent return. This yields an accuracy of +50%
when compared to surface measurements which were known to be imprecise
due to patchiness. Although most measurements have been in the 2 to 20
1g/1 range, the minimum sensitivity is believed to be about 0.5 nug/1.

Some problems plaguing this technique are (1) the fact that the
quantum efficiency of phytoplankton fluorescence depends on the ambient
light level (photoinhibition) as well as the width of the exciting pulse,
and (2) the fact that the total fluorescence seems to be dependent on
the beam transmittance coefficient, which is usually ignored in models
of the fluorescent return. A proposed solution of the latter problem
is to normalize the signal to the Raman return, while the former problem
can at present be handled only by operating the system at night, and may
in fact define the 1imit of precision of the technique.

The problem of sensing temperature and salinity profiles consumed
the Targest portion of the discussion session. These applications are
clearly the farthest from operational of the three. In fact, of the
proposed rethods for sensing temperature (Rayleigh, Raman, and Brillouin

]Contribution No. 454 from the NOAA/ERL Pacific Marine Environmental
Laboratory.

2Permanent Address: Department of Physics, University of Miami,
Coral Gables, Florida 33124



scattering) the Rayleigh method has yet to be attempted in water, the
Brillouin method has been tested only in a turbid harbor where
temperature profiling would be impossible, and the Raman method has
undergone only one field test in clear ocean water. It appears to be
too early to decide which of these techniques is likely to lead to an
operational system for providing the oceanographic cormwunity with
temperature profiles; however, the proponents of each of the methods
were asked to present the present state-of-the-art of their technique
and their opinions of the ultimate temperature accuracy achievable.
The result of this survey is summarized in the following table.

Present AT (°C) | Ultimate AT (°C)

Method In Field Tests Achievable
Rayleigh 1.5 - 2.0* 0.1
Raman 1.2 - 1.5%* 0.1%*
Brillouin g 0.1

*In atmosphere at a range of 5km.
**per diffuse attenuation length.

Note that the advocates of each method envision an ultimate accuracy
of 0.1 °C.

There was very little discussion concerning the measurement of
salinity. Such a measurement seems possible only with the Raman system
using a dual polarization technique. The projected accuracy of 1°/oo0,
however, would be useful only in coastal areas with very large salinity
gradients.



ATMOSPHERIC EFFECTS ON OCEANOGRAPHIC LIDAR

R. L. Schwiesow and V. E. Derr
National Oceanic and Atmospheric Administration
Environmental Research Laboratories
Wave Propagation Laboratory
Boulder, Colorado 80302

Researchers must consider the effects of atmosphere between the
lidar and the water surface when interpreting lidar (light detection
and ranging) returns from the sea. This report reviews such atmos-
pheric effects and directs the reader to source documents.

1. INTRODUCTIOW

This brief review reminds users of oceanographic lidar that they
must consider the effect of the atmosphere on laser-transmitted and
scattered-received signals to analyze properly oceanographic lidar
returns. Readers can obtain detailed descriptions of atmospheric
effects from the references cited in this report and those in more
extensive bibliographies, such as that of Derr et al. (1974).

We divide atmospheric effects into the broad categories of attenu-
ation, scattering, and refraction.

2. ATTENUATION

Attenuation is characterized by an attenuation coefficient o in
the well-known form

T = exp(-ax), (1)

which we cite only to establish common terminology. T is the atmospheric
transmission and x the path length in the atmosphere.

The components of the attenuation coefficient can be written

a =g+ k, (2)



where o is scattering and k is absorption coefficient. The total
attenuation and each component can be divided into aerosol and molecular
terms, respectively, in the form

a=a_ +ta. ' : (3)

2.1 Broadband Attenuation

Broadband attenuation in the visible region (the most useful spec-
tral range for ocean lidar) results from aerosol absorption, aerosol
scattering, amd molecular scattering. Useful studies are provided by
Selby and McClatchey (1975) and McClatchey et al. (1971). For example,
McClatchey et al. (1971) give the attenuation coefficients shown in
Table 1 for atmospheric models characterized by visual range.

Aerosol effects on attenuation far outweigh molecular contributions.
Aerosol attenuation varies greatly between atmospheres with different
characteristics. Broadband attenuation for a particular atmospheric
type changes by approximately 50% over the visible wavelength region.

The effect of broadband attenuation is especially important for
spectroscopic techniques that cover a significant spectral range (e.g.,
Raman scattering). In Raman analysis, differences in atmospheric
attenuation at two different wavelengths affect the apparent ocean
scattering intensities at those wavelengths. Broadband attenuation also
reduces the actual signal-to-noise ratio relative to that expected if
atmospheric effects are neglected.

Table 1. Attenuation at 0.5145 um Wavelength

Visibility (km) a, (km™1) o (km™1)
5 0.858 0.015
23 0.176 0.015

2.2 Line Absorption

Significant narrowline attenuation, which is purely molecular
absorption, exists in the visible region. Figure 1 includes part of
the spectral data from Curcio et al. (1964) and emphasizes the existence
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Figure 1. Absorption spectrum in the boundary layer by Curcio et al. (1964).
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of spectral features. The line absorption features can have an effect
on signal-to-noise ratio when laser and/or scattered wavelengths coin-
cide with absorption lines.

The 0.540 to 0.852 pm region is discussed in Curcio et al. (1964),
and the 0.440 to 0.550 um interval in Curcio et al. (1955). At wave-
lengths shorter than 0.440 pm, the visible absorption spectrum is
generally structureless down to 0.35 pym. McClatchey and 0'Agati (1978)
explain a technique for calculating high-resolution absorption spectra
at selected (laser-line) locations.

3. SCATTERING

Sources of noise that affect the performance of oceanographic lidar
can arise from the backscatter produced by the intervening atmosphere.

3.1 Laser Scaftering

First-order laser (lidar pulse) backscatter from the atmosphere
can be time-gated to prevent interference with the ocean signal. At
most, the lidar return from the atmospheric surface layer within one
range-resolution element of the water surface can contaminate the ocean-
return signal. Analysis must allow for this slight mixing of atmosphere
and ocean signal.

Pulse time stretching by multiple backscattering in the atmosphere
can cause an atmospheric signal that overlaps in time the main return
from the water. Multiple backscatter effects should be negligible
except in the presence of fog or low cloud. If the line-of-sight from
the lidar to the ocean is not clear of cloud, the analysis becomes
extremely difficult.

Another special interference comes from multiple, forward scatter-
ing of sea-surface reflections. Although specular reflection from the
sea surface is not an atmospheric problem, the strong reflected signal
can be scattered into the receiver beam by a two-step, forward-scatter-
ing process. Forward scattering is much stronger than backscatter if
the size parameter of the scatterer is greater than one. We do not
attempt to calculate the multiple-scattered reflectance in this review,
but we point out that it must be considered in many oceanographic lidar
experiments.

Atmospheric backscatter of the laser afterpulse fluorescence is a
problem common to oceanographic and atmospheric lidars. Standard tech-
niques, such as increasing the range to the target so that it is greater
than the afterpulse time, shuttering the receiver, and reducing the trans-
mitter-receiver beam overlap, can be applied to the afterpulse problem.



3.2 Solar Scattering

Solar radiation is scattered into the lidar receiver during
daytime operation. An example of the radiance spectrum is given in
Figure 2, taken from Hovis (1977). This spectrum shows a peak in the
blue region and an increase in total scattered intensity as the depth
of the scattering region is increased from 0.91 to 14.9 km.

Gating techniques cannot be used to reduce solar radiance because
the solar input is continuous during a lidar measurement. However,
total received solar radiance can be reduced by restricting the spec-
tral bandpass of the receiver to the minimum consistent with the
spectrometric technique used in the lidar analysis.

Solar scattering interference depends greatly on lidar-sun rela-
tive geometry. McClatchey et al. (1971) present scattering patterns
for various sun-receiver geometries at selected wavelengths for model
atmospheres.

3.3 Depolarization

The effects of the ocean on a polarized signal are important for
Raman analysis of temperature profiling and for other applications.
The atmosphere also depolarizes a Tidar signal.

Hohn (1969) has observed a maximum depolarization angle in the
forward direction of 5 x 10-° rad for a 0.63-um laser beam over a
4.5-km atmospheric path. This depolarization is attributed to scatter-
ing rather than refractive mechanisms. Ice-crystal clouds strongly
depolarize a Tidar signal but are not present in most ocean-sensing
experiments.

4. REFRACTION

Any lidar system that relies on phase coherence of propagating
beams is sensitive to refractive index inhomogeneities in the atmos-
phere. Examples of such phase-sensitive systems are those relying on
heterodyne detection or on near-diffraction-Timited performance.

Fried and Mevers (1974) analyzed the effect of refractive turbu-

lence on light propagating from a point source to derive the following
expression for the effective aperture:

d, = 0.190 (c,% x x72)"Y/5, (4)
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Figure 2. Spectrum of solar backscattered radiance (Hovis, 1977) taken from
0.91-km and 14.9-km altitude.



Effective aperture d, depends on the propagation distance x, wavelength
A, and structure parameter for refractive index fluctuations Cy. The
structure parameter, usually appearing as Cy2, is discussed in detail
by Lawrence and Strohbehn (1970). The effective aperture is that diam-
eter over which the received wavefront is approximately plane, within
limits discussed in Fried and Mevers (1974).

Measurements of d, are within the range

1em<d <12cm : : (5)

for a 4-km path a few meters above the terrain in an experiment reported
by Goldstein et al. (1965). Averaging day and night measurements,

these authors obtain the approximate value of 4 x 10~16 cm=2/3 for Cy2.
Although these measurements give useful approximation for refractive
effects in the atmosphere, the vertical path in the marine climate should
be analyzed appropriately for a particular experiment.

The performance of lidar using either interferometric and heterodyne
spectral processing is severely limited by atmospheric turbulence.

5. SUMMARY

The atmosphere between an oceanographic lidar system and the ocean
volume being probed has an effect on the received 1idar signal when the
system is space or airborne. The mechanisms that can modify the atmos-
pheric signal include attenuation, scattering, and refraction.

Attenuation is caused by absorption and scattering of the beam by
aerosols and molecules. Aerosol and molecular scattering and aerosol
absorption vary only slowly over the visible spectral range. Molecular
absorption exhibits sharp, distinctive spectral features in the visible
region. In most lower-atmospheric situations, aerosol effects outweigh
molecular effects.

The atmosphere backscatters laser pulse and afterpulse fluorescence
into the receiver. Laser light specularly reflected by the sea is near-
forward scattered into the receiver by a multiple scattering process.
Solar radiation is scattered into the receiver beam. The intensity of
the received solar scatter increases with height of the Tlidar.

Index of refraction inhomogeneities distort the optical wavefronts
of both transmitted and received signals. The atmosphere 1imits the
beam aperture over which spatially-coherent operation can occur.
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LIDAR HIGH-RESOLUTION SPECTROSCOPY FOR
OCEANOGRAPHIC MEASUREMENTS

R. L. Schwiesow
National Oceanic and Atmospheric Administration
Environmental Research Laboratories
Wave Propagation Laboratory
Boulder, Colorado 80302

A review of high-resolution spectroscopic measurements for
temperature and wind profiles in the atmosphere shows promise of
subsurface measurements of temperature and current in the ocean.

The mechanism of Doppler-shifted scattering offers different advantages
and technical difficulties that are characteristic of Brillouin and
Raman scattering.

1. OVERVIEW

This report presents the principles of high-resolution lidar
applied to oceanic measurements of subsurface temperature, current and
turbidity. High resolution means here the ability to determine the
Doppler shifts from scattering centers in motion. Comparing this spectro-
scopic technique with other optical methods of measuring oceanographic
parameters helps clarify the high-resolution approach.

1.1 Comparison With Other Techniques

At least three types of temperature-dependent spectroscopy are
useful or potentially useful for remote measurement of temperature pro-
files in the ocean. These types are Raman, Brillouin, and Rayleigh.
Each scattering mechanism relies on different properties of the ocean to
infer temperature (Table 1).
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Table 1. Temperature-Dependent Scattering Mechanisms

Type Basis

Raman Environmental perturbation
of molecular energy levels

Brillouin Bulk (collective) proper-
ties of the liquid

Rayleigh Molecular kinetics

Raman scattering measures the difference between energy levels in
the H20 molecule, which arise from intramolecular motions. These energy
levels are perturbed by the environment (principally temperature and
salinity), probably by the effect of these variables on the formation of
a weakly-bound water dimer. Temperature is determined from the slope of
the Raman spectrum (Walrafen, 1967), which is modified by the environ-
ment of the molecule. -

Brillouin scattering depends on the periodic (lattice-like) density
variations in water resulting from acoustic waves. The lidar beam in
backscatter selects from the field of random thermally-generated acous-
tic waves, those waves propagating along the optical axis that have a
wavelength equal to one-half the optical wavelength. These selected
acoustic waves propagate toward and away from the lidar, giving Doppler
shifts (equally up and down in frequency from the incident laser fre-
quency) that depend on the acoustic propagation velocity. The speed of
sound is in turn dependent on temperature, salinity, and pressure.

Rayleigh scattering is scattering directly from water molecules.
These molecules are in random thermal motion and will Doppler shift the
scattered 1ight. Thermally induced molecular velocities are directly
proportional to temperature, and in fact are used as one definition of
(kinetic) temperature. Suspended particulates also scatter the incident
lidar 1ight and Doppler shift the scattered radiation by an amount
depending on their velocity (which follows the current). Particulate
or hydrosol scattering is termed Tyndall or Mie scattering.

We shall discuss four categories that allow further description of
the Rayleigh (molecular kinetics) temperature profiling method in terms
of high-resolution spectroscopy, an atmospheric analog, oceanographic
applications, and laboratory research.

12



2.1 Doppler Shifts
Doppier shifts arise from the line-of-sight (lidar axis) component
V| of the total velocity V of a scattering center, as illustrated in
Figure 1. This shift in frequency is

Av = 2v0 VL/C

= 4 MHz/m s~) at x = 0.5 um (1)

for a laser frequency v,. At a wavelength of 0.5 um, which is near the
wavelength of maximum transmission of seawater (frequency v = 6 X 10 1% Hy),
the Doppler shift is 4 MHz for a scatterer with component Vi = 1 m s-}.

To put this spectral resolution in perspective, we can compare the
characteristic spectral width of various types of scattering. The peak
separation of the multi-component Raman line is approximately 200 cm~!,
easily measurable with a small grating spectrometer and wider than the
bandpass of a good interference filter. The separation of the Brillouin
peak from the central Tyndall Tine is approximately 0.384 cm-! (11.5 GHz)
at 273 K. Resolution of the Brillouin wing from the main peak requires
use of an optical interferometer. The 1/e half-width of the Rayleigh
peak is approximately 1.75 GHz (0.058 cm-!) at 273 K. This resolution is
associated with a good Fabry-Perot interferometer and with coherent
(heterodyne) optical processing.

Comparative resolutions of temperature-dependent scattering are
given in Table 2.

Table 2. Spectral Resolution for Various Scattering Mechanisms

Type Resolution
Raman 200 cm™!
Brillouin 0.384 cm~! (11.5 GHz)
Rayleigh 1.74 GHz (0.058 cm-!)

Noise from background 1ight decreases as the spectral resolution of the
receiver increases (optical bandwidth decreases). High resolution
spectroscopy requires sophisticated, but not necessarily complicated,
techniques.

13
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Figure 1. Doppler shift from the 1ine-of-sight component of velocity, V,.
Velocity V is resolved into components transverse (VT) and 1ongitudinkl
(VL) with respect to lidar axis.
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2.2 Depth Resolution

Depth resolution in an oceanographic lidar is most easily achieved
by pulsing the transmitter. A pulse t long for a backscatter lidar
gives a depth resolution

AZ = ct/2.66 (2)

where ¢ is the vacuum speed of 1light, and where we take the refractive
index of water to be 1.33. A pulse t long is frequency broadened by an
amount

av = 1/t (3)

simply by the additional Fourier components introduced by modulating
the carrier.

Equations (2) and (3) together with spectral resolutions required
for parameter measurement restrict the depth resolution available in a
Rayleigh-scattering system. Table 3 shows depth resolution, where we
have assumed the need for approximately 50 intensity samples across a
1/e Rayleigh linewidth and the need for 0.5 m s~! resolution in current
measured at a 45° angle of incidence.

Table 3. Available Depth Resolution for Rayleigh-Doppler Scattering

Parameter Frequency Resolution Depth Resolution
T(Z) 30 MHz 3.7 m
Current 2 MHz 40 m

Adequate depth resolution is available for many temperature profil-
ing purposes. It is possible to improve the resolution in Table 3 by
processing fewer samples across the Rayleigh linewidth. There is essen-
tially no useful depth resolution for current measurements. A Doppler-
based 1idar would measure the current averaged through the first one or
two optical depths, weighted by the two-way transmission to each incre-
mental depth element. An optical depth is here the depth at which
incident 1ight is attenuated to 1/e of the intensity at the surface. A
continuous wave laser would be as applicable as a pulsed laser to current
measurements from the point of view of useful depth resolution.

15



2.3 Laser Requirements

Frequency resolution for pulses discussed in the previous section
applies to the Tinewidth of the laser transmitter for the lidar as
well. To obtain meaningful measurements of the Rayleigh linewidth
requires a laser frequency stable to better than 30 MHz during a pulse.
Laser requirements for current measurements are even more stringent.

At present, only gas lasers are satisfactory for the molecular
kinetics approach to oceanographic temperature profiling. The best
commercially available liquid (dye) and solid-state lasers have line-
widths of 1 to 5 GHz because of refractive index changes in the lasing
medium during a pulse.

3. ATMOSPHERIC ANALOG

Molecular kinetic temperature profile measurements have been
reported for the atmosphere. Direct wind measurements using the Doppler
shift from aerosols have also been made. These atmospheric results give
promise of the feasibility of high-resolution oceanographic lidar sens-
ing, which has not yet been demonstrated.

3.1 High-Resolution Line Shape

The spectrum of laser light backscattered from the atmosphere
exhibits the features shown in Figure 2. Mie scattering from aerosols
exhibits an intensity B and spectral width S determined by instrumental
linewidths. The integrated area under the aerosol spike is proportional
to the backscatter coefficient of the altitude resolution element
selected by the time gate on the receiver.

The aerosol peak is superimposed on a broader return that is the
sum of Doppler-shifted, molecular scattering for all thermally-induced
kinetic velocities. The molecular return has some peak intensity L and
full-width-at-half-maximum W. Both the molecular density and molecular
backscatter coefficient at any altitude are known to a good approximation
and can be compared with the observed integrated-over-frequency signal.

If the atmosphere is moving with some bulk drift velocity, the
entire aerosol-plus-molecular spectrum will be shifted in frequency from
the transmitter frequency at v,. Equation (1) gives the magnitude of the
wind-induced shift of the spectrum center.

16
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Figure 2. Schematic high-resolution spectrum of 1idar backscatter showing
molecular scattering intensity L, Doppler width W from molecular kinetics,
hydrosol scattering intensity B, receiver resolution S, and Doppler shift

VL from collective motion (current).
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The Tidar lineshape from atmospheric scattering is exactly
analogous to the ocean scattering case. For oceanographic work, the
Mie scattering is from hydrosols, VL is a measure of current, and W
measures temperature-dependent, molecular kinetics velocities in water.

3.2 Temperature Measurements

Fiocco et al. (1971) have reported on temperature measurements in
the atmosphere using a Rayleigh linewidth method. In this early work
Fiocco estimated temperature accuracies of a few degrees. Measurements
were made (at night) at ranges of a few hundred meters and over a 3- to
5-km interval.

A balloon sounding 30 km from the Tidar site provided a check on
the molecular kinetics results and was the basis for estimated tempera-
ture accuracies. In the atmosphere, Brillouin doublet separations are
smaller than in water and interfere with the Rayleigh spectrum. Although
Brillouin contributions are not obvious in Figure 3, corrections for
interference were made when temperatures were inferred from the observed
linewidth.

Fiocco's experiment used a chopped CW argon laser and a piezo-
electrically scanned Fabry-Perot interferometer. Data for approximately
1 h were collected to produce Figure 3. Figure 3 exhibits most of the
elements schematically indicated in Figure 2. The apparatus used in this
experiment is applicable to oceanographic measurements. Technique and
results from the atmosphere suggest the feasibility of high-resolution
oceanographic lidar.

3.3 Wind Measurements

Benedetti-Michelangeli et al. (1972) used a modified form of the
temperature-profiling lidar of Fiocco et al. to measure wind. Figure 4
reproduces a typical wind-measurement spectrum from their experiment. A
single spectrum required data for 384 s. Data were taken from a range
gate several hundred meters long centered at 1.5-km range.

Although the instrumental resolution was 47 MHz, the correlation
data processing scheme used in the experiment provided a wind component
uncertainty of + 0.27 m s-!. Rawinsonde comparisons with the lidar data
show good agreement within the uncertainties of each measurement method
and the 35-km horizontal separation between the two measurements.

Results and techniques of the wind measurement experiment are

directly applicable to oceanographic research, as was the case for tem-
perature profiling.
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Figure 3. High-resolution spectrum of atmospheric lidar backscatter taken

by Fiocco et al. (1971) showing molecular scattering linewidth corres-
ponding to 303 K. '
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Figure 4. High-resolution aerosol scattering spectrum (solid curve) measured
by Benedetti-Michelangeli et al. (1972) showing a radial velocity com-
ponent VL = 3.18 m s=1. Laser reference spectrum is dashed.
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3.4 Airborne High-Resolution Lidar

Many oceanic applications of temperature profiling and current
mapping require that measurements be made over large areas. For
example, one application provides input to climate dynamics studies.
Wide-area coverage implies measurements from an airborne platform.

Although the resolutions involved in the lidar measurement of
molecular and aerosol velocities are gquite high (1 part in 2 x 167 for
temperature, 1 in 5 x 108 for current and wind), we have shown that high-
resolution lidar from a light aircraft is practical (Schwiesow et al.,
1977b). Experiments on determining the velocity structure of waterspouts
used a Doppler lidar based on a CO; laser operating in the infrared at
10.6 um wavelength and an optical homodyne detection method with a reso-
lution of 1 in 103). The infrared is not suited for subsurface measure-
ments, of course.

At least three experiments on high-resolution atmospheric lidar
determination of temperature and wind suggest the practicality of high-
resolution measurements of oceanographic temperature profiles and
currents. Methods must be refined for atmospheric measurements and must
be developed for oceanographic purposes.

4. OCEANOGRAPHIC APPLICATIONS
4.1 Temperature Profiles

For an assembly of molecules in random, equilibrium motion, kinetic
theory predicts a Maxwell-Boltzmann velocity distribution. Doppler lidar
senses one component of the velocity. The spectrum of backscattered
intensity is given by

I(v) = L exp(-vZ/K), (4)

which is a Gaussian function. Frequency v is measured trom the center
(axis of symmetry) of the spectrum, which will not be vy, the laser fre-
quency, if there is relative motion between the lidar and center of mass
of the scatterers in the sample volume. Intensity scaling factor L is
seen from Figure 2 to be the molecular scattering intensity at the Gauss-
ian peak.

Variable K determines (or is determined by) the width of the spec-
trum. From kinetic theory and the Doppler equation (1) it follows that

K = 8kT/mA02 o (5)
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where k is Boltzmann's constant, T the absolute temperature, and iy the
incident laser wavelength. The molecular mass m is at least the mass
of an Ho0 molecule. Weak intermolecular couplings in the liquid may
produce an effective m larger than the single-molecule mass. I am not
aware of any kinetic study of m in the liquid, although Raman studies
.demonstrate some degree of intermolecular coupling. If coupling does
affect m through temperature, salinity, and/or pressure, K will deviate
slightly from the simple linear dependence on temperature shown in
equation (5).

Batchelor (1970) verifies that Maxwell-Boltzmann statistics apply
to the liquid as well as the gas phase.

The width W of the molecular spectrum (full width at half maximum)
is '

W=2(K an 2)172, (6)

It is indicated schematically in Figure 2. (At 296 K, for example, W is
3.48 GHz for a monomolecular mass.) The Rayleigh linewidth varies with
the square root of temperature. A measurement of T to 1°C (1 part in
300) requires a determination of W to 1 part in 600. Data processing
must be more sophisticated than simply scaling width from a spectral
plot. Research on data analysis is discussed in Section 5.

4.2 Turbidity

The ability of the high-resolution lidar to separate aerosol and
molecular contributions to the lidar backscatter intensity allows one to
measure turbidity without recourse to assumptions about absorption/
scatter ratios. In the simple case of no multiple scatter and a constant
Rayleigh backscatter coefficient, the measured molecular scatter inten-
sity L(z) determines the integrated attenuation in the form

L(z) = L, jz exp[-2a(z)z] dz. (7)
0

Ouestions of multiple scatter and other refinements of analysis are
discussed by Sizgoric and Carswell (1975). If the molecular backscatter
changes with temperature of other environmental variables, L, must be
converted to a function Lgy(z), which is known if the env1ronment is
specified by other measurements. Intens1ty L, one of the spectrally-
determined parameters in Figure 2, is used d1rect1y for attenuation.
Spectral parameters B and S then give the profile of hydrosol backscatter
coefficient g(z) in the form

(1/2) B(2)3(z) = 8(2) [~ exp[-2a(z)z] dz, (8)
0
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where the integral is available from equation (7) and the BS product
approximates the area under the hydrosol spike in Figure 2.

One can infer both the hydrosol Toading and something about its
composition from a(z) and 8(z). One application of a(z) data is to
determine the depth to which a Taser fluorosensor of chlorophyll pene-
trates. A measure of fluorescence profile includes both chlorophyll
backscatter and total attenuation termsin the manner of equation (8).

4.3 Current

The relevant spectral parameter for current measurements is the
shift V_ between the laser frequency vo and the symmetry axis of t!:=
spectrum. Equation (1) gives the conversion between frequency shift
and longitudinal (1ine-of-sight) component of scatterer velocity with
respect to the lidar.

Section 2.2 establishes that current measurements are a weighted
average of the current existing in the first 40 m or a few optical
depths, whichever is smaller. Figure 5 presents schematically two
approaches to determining magnitude and direction of the current. A
conical scan gives a sinusoidal velocity vs. time variation (Figure 6)
from which the magnitude of the velocity (amplitude of the sinusoid) and
azimuth (phase) are available. A differential Doppler technique (Schwie-
sow et al., 1977a) measures the transverse V1 component by an intersect-
ing, 2-beam geometry (Figure 5). It does not require an assumption of
horizontal homogeneity in the flow. Current is found from C V| /sine,
where 6 is the cone half-angle, or from C = VT with the differential
scheme. '

Doppler Tidar information from hydrosol scattering contains more
than the average current over the sensed layer. A complete velocity
spectrum is available. The velocity spectrum (intensity vs. velocity)
indicates shears, reversed flow, and other features of the flow on scales
smaller than the lidar resolution volume (Schiesow et al., 1977b).

5. LABORATORY RESEARCH
A working, high-spectral-resolution, oceanographic lidar does not
exist. Preparatory research is underway on temperature extraction,
spectral processing, and other topics.

5.1 Temperature Extraction

Measurement of temperature from high-resolution spectra such as that
in Figure 2 requires accurate determination of W. One method that uses
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Figure 5. An approach to current measurement using a conical_ scan and an
assumption of horizontal homogeneity to determine current €. Alternative
approach (dashed) using differential Doppler.
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Figure 6. Schematic of velocity sensed by conical scan with aircraft velo-
city removed showing current from an azimuth slightly less than /2.
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all available data fits a parameterized equation to the observed
spectrum. An example of such an expression is

I'(v) = B[1 + C sin(mv/F)2"]
+ L{exp[-vZ/K] + exp[-(F-v)Z/K]
+ exp[-(F+v)2/K1}, 0 < v < F/2 (9)

where we have included a Fabry-Perot response to the hydrosol spike, the
Fabry-Perot free spectral range F (given), and the periodic nature of the
interferometer bandpass. This intensity expression includes only four
parameters because we assume V| << S. Parameter C is a function of S and
F.

Methods exist to adjust parameters B, L, C, and K numerically to
achieve the best fit ina least squares sense between the observed I(v)
and calculated I'(v). With four parameters and 1024 spectral data points,
for example, the fit is firmly overconstrained. We take advantage of the
fact that the expected spectrum is known to reduce the effect of noise on
determining K that would result if a direct width measurement were made.

With an analytical expression for I'(v), noise can be added to a
theoretically-generated data set and the controlled signal-plus-noise
input used to exercise the fitting routine. Such data simulations test
the sensitivity of the K-fitting to signal-to-noise ratio and give an
estimate of random-error-induced uncertainties in inferred temperature.

5.2 Technique Development

High-resolution atmospheric lidar results previously reported for
the visible wavelength range have used a Fabry-Perot interferometer for
spectral analysis. This technique is incoherent in the sense that it
measures optical intensity as a function of interferometer geometry.
Infrared Doppler lidar systems generally use a coherent (homodyne or
heterodyne) spectral analysis technique where the optical heat from the
photodetector is scanned by an electronic analyzer.

Both coherent and incoherent processing schemes are affected by
atmospheric refractive index inhomogeneities, but in different ways.
Inhomogeneities in the refractive index of the ocean will have even
stronger effects. Existing propagation theories are applicable to an
analysis of refractive effects on high-resolution ocean lidar. Propaga-
tion analysis provides one input to the coherent-incoherent spectral
processing choice for the field system.
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Present. laboratory results have demonstrated the sensitivity of
high-resolution visible spectrometric techniques to stray light in the
interferometer. This sensitivity dictates the need for research on
instrumental filtering.

The Rayleigh backscatter intensity as a function of temperature
for both pure and ocean water is a highly important, but not well-known,
quantity for further development of high-spectral-resolution oceanographic
lTidar. Preisendorfer (1976) gives some data on backward scattering
coefficient at a single temperature, but much additional work is needed.

6. CONCLUSIONS

Remote sensing of ocean temperature profiles, current, and turbidity
using the spectral shape of Rayleigh and Mie backscatter from the ocean
appears feasible on the basis of the foregoing analysis. The analysis
does not completely specify the sensitivity, accuracy and precision
expected, but we are encouraged to perform a more thorough system analy-
sis, taking into account all significant factors found in environmental
use. We are encouraged by the success of the atmospheric measurements
of temperature and wind, from Rayleigh Tinewidth and Mie frequency shift
respectively, to anticipate a useful role for high-spectral-resolution
oceanographic lidar measurements.

Some aspects of the Rayleigh linewidth technique, such as interfer-
ometric measurements and parameterized spectral curve fitting to deter-
mine linewidth, are developed satisfactorily. On the other hand, we
must determine the effect of temperature and salinity on the intensity
of Rayleigh backscatter from ocean water, whether heterodyne methods may
overcome present inadequacies in the spectral processing technique for
temperature and current applications.
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OCEAN PARAMETERS USING THE BRILLOUIN EFFECT

Joseph C. Hirschberg, Alain W. Wouters and James D. Byrne*
University of Miami
Department of Physics
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33124
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The Brillouin effect is used for measuring temperature and turbid-
ity in seawater. A laser beam is projected into the sea and back-
scattered 1ight is measured interferometrically. Experimental work is
described together with plans for future experiments.

1. INTRODUCTION

Certain parameters of the ocean are very 1mportant to measure
rapidly. Among these are temperature and turbidity in the upper ]0 50
meters. Existing remote sensing methods are approximate.

Temperature is measured by infrared either from an aircraft or
satellite. In theory this is fine, but there are difficulties. The
measurements are done in the 10 um region. This is where the radiation
at 300° K is a maximum and it outweighs the reflected sunlight. It also
corresponds to a relatively transparent atmospheric window. A minor
difficulty is that the window is only partly transparent. Water vapor
interferes with infrared measurements. The effect of water vapor can be
taken into account by using two wavelengths of I.R., both near 10
microns.

A major difficulty is the extremely small transparency of the water
at 10 um. This means that only the temperature of the top 1/100 mm or
so of the ocean is being measured. Since this is also the layer that
loses heat to the air by condensation, evaporation and radiation, it is
often cooler by 1°-3°C than the bulk 1ayers Just below. This depends on
mixing and is not easy to correct for.

We therefore proposed the use of visible, blue-green laser Tlight
of about 480 nm. This propagates beneath the sea better under most
conditions than any other wavelength of 1ight. It turns out that Raman
and Brillouin scattering can provide information about conditions in the
sea. We chose to investigate Brillouin scattering in detail.
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2. BRILLOUIN SCATTERING

This results from the interaction of 1ight and sound waves in
Tiquid and solids. We will consider the case for 1iquid water (Fig. 1).

Because of thermal energy, sound waves in all directions and of
all wavelengths are present in any liquid above 2-10°K. Of these, the
light interacts with those which satisfy the Bragg law. Unless the
angle o is zero (forward scattering) there will be two Doppler shifted
scattered returns. The wavelength shift follows the law

nv . 6 .

AN = _tk—c'- sin 5 3
c/n is the 1light velocity in the 1iquid, and v is the sound velocity.
The angle 6 can be measured (for backward scattering it is = and the
shift is a maximum). Thus a measurement of A\ can be used to determine
the sound velocity. This is a known function (Fig. 2) of the tempera-
ture, depth and salinity. »

Using a pulsed or modulated laser, the depth can be found and used
in the formula. The salinity is often known in fresh water and the
open ocean to a sufficiently high accuracy. However, in estuarine
waters, evaporation and fresh water runoff make the salinity highly
variable. Under such circumstances, often very important from an
oceanographic or environmental point of view, a measurement of salinity
is necessary. This will be described 1ater, for now we will assume
that it has been done.

3. MEASUREMENT OF THE BRILLOUIN EFFECT IN THE LABORATORY

The Brillouin shift is very small, which has the great advantage
of not being affected by water coloration ("gelbstoff", for examp]e?‘
However, its measurement involves the use of an interferometer. Since
we had several in our laboratory, we chose to use a Fabny Perot. Typi-
cal Brillouin shifts are about 1/10 Angstrom, which requ1res a resolving
power of about 50,000. A Fabry-Perot consists of a pair of partially
“"silvered" flat mirrors and produces, in the focus of a lens, a circular
interference pattern characterized by sharp fringes. The shapes of the
fringes are shown (Fig. 3). Here R is the power reflection coefficient,
T is transmission and L the absorption. For example, if T =1L, I = Iy/4,
a depends on the reflectance R, and is very small for high values of R.
Using multilayer coatings the finesse or ratio of S to a can easily be

as high as 100.

Using a Fabry-Perot we measured the Brillouin scattering in a

sample of seawater brought to the laboratory. An argon-ion laser beam
was directed through a tank of water (Fig. 4) and light at a known angle
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Figure 2. Sound velocity of v plotted against temperature T for various val-
ues of salinity (redrawn from R. J. Urick, Principles of Underwater Sound for
Engineers).
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was measured with the interferometer. The resulting fringes were
measured with a microdensitometer and the results compared with theory.
The results were favorable so we decided to test the method in the field.

4. FIELD TESTS

A site was chosen in the Miami (Fig. 6) ship canal. On incoming
tides, dirt from dredging in the outer part of the channel came in; on
outgoing tides the usual harbor trash appeared. This meant that condi-
tions of water clarity were not favorable and a good test of practica-
bility was provided. We moved the laser to an empty room at a Florida
Power and Light Company test facility beside the ship canal. Mirrors
were set up beside the sea wall (depth 20 ft.) and the experiment set up
as shown (Fig. 7). This time a photomultiplier was used directly with-
out using the photographic plate. The advantage here is that the photo-
multiplier is linear, which the photographic process is not.

The turbid water made the central (undeviated) peak very large,
but when several fringes were averaged (Fig. 8) the results were very
good, and quite consistent.

We are now preparing a shipboard trial using a Michelson interfero-
meter working into two Fabry-Perots (Fig. 9). The Michelson has sine-
shaped interference fringes, and will be arranged to cancel the central
peak. It has a second channel through which the central peak will be
measured to obtain the water turbidity. The two Fabry-Perots will be
tuned to obtain a discriminator type response (Fig. 10). The result is
that small displacements in the position of the Brillouin peaks due to
changes in sound velocity will give an almost linear change in the ratio
of the two channels B and C (Fig. 11).

4.1 Salinity Correction

In those cases where it is important to determine the salinity, a
combination of Brillouin and Raman returns may be used. The reason is
that the functional behavior of the salinity in the two measurements
is different.

The behavior of sound velocity salinity and temperature is shown
(Fig. 2) as well as Raman depolarization (Fig. 12) (Chang and Young,
1974). Both measurements can be used, the salinity determined, and the
temperature deduced from the sound velocity.

We are also building a coaxial laser and detecting optical system.

This corrects for corrugations in the sea and is the only configuration
suited for airborne operation.
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EXPERIMENTAL FIELD MEASUREMENTS
OF SUBSURFACE WATER BY RAMAN SPECTROSCOPY

Donald A. Leonard
Computer Genetics Corporation
Wakefield, Massachusetts

Using a pulsed laser and range gating detection techniques, Raman
scattering can be analyzed as a function of depth in a radar-like echo
mode, and thus subsurface temperature and salinity profiles can be
obtained. Experiments are described in which Raman data has been ob-
tained as a function of depth in open waters of the Atlantic and the
Mediterranean and also from subsurface coastal zone waters.

Temperature accuracy of 1°C was obtained in the first optical
attenuation length. Extrapolations from the available data indicate
that accuracies of 0.1°C temperature and 1 part per thousand salinity
may be achievable with a well-engineered, dual polarization instrument.
With an airborne platform such a subsurface measurement system could be
used to obtain real time data with wide area coverage of great utility
in the areas of earth and ocean physics and weather and climate predic-
tion.

1. INTRODUCTION

There currently exists no known capability to remotely measure
subsurface ocean temperature profiles. A remote, wide area coverage,
airborne or satellite measuring device capable of surface penetration
and temperature measurement to ocean depths the order of 100 meters
would provide for weather and climate prediction, valuable and comple-
mentary information to the ocean surface temperature data that is now
currently available. Such a remote subsurface temperature measurement
capability would also benefit other research and technology areas such
as, for example, sea-air interaction modeling, the physics of oceanic
mesoscale systems, behavior of ocean fronts and other mixed layer ocean
dynamics, the synoptic behavior of acoustic propagation in the ocean and
the monitoring and validation of models for thermal discharges into
water bodies relevant to the operation of conventional fossil fuel and
nuclear power plants and for ocean thermal energy conversion (OTEC) power
plants.

In this paper we report experimental remote sensing of subsurface

water temperature using the Raman technique. The physical basis of the
measurement can be described by the following: (a) liquid water_exists
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in at least two forms, monomer and polymer; (b) the two forms are in
chemical equilibrium as a function of temperature; (c) the 0-H Raman
stretching frequency is significantly different for the monomer and
polymer forms; (d) the relative concentration of monomer vs. polymer
can be determined from the Raman spectrum and thus, the temperature
can be inferred.

This model is shown in a heuristic manner by means of the Raman
spectrum in Figure 1. Liquid water is considered as being composed of
two species, polymers which are hydrogen bonded and monomers which are
not, both in rapid equilibrium with each other as a function of tempera-
ture. Each species has its individual Raman spectrum proportional to
its concentration as shown in the schematic; the total observed Raman
spectrum being composed of the sum. Simultaneous measurement of the
Raman spectra at the two wavelengths A; and A, provides a measure of
the concentration ratio, and through an equilibrium constant, the tem-
perature. Such a two-species mixture model of liquid water has pre-
viously been successfully used in interpreting sound absorption measure-
ments (Lieberman, 1956) and in infrared (Thomson et al., 1966; Worley
and §1otz, 1966) and Raman spectroscopic studies (Murphy and Bernstein,
1972).

Our investigations were aimed at bringing the Raman technique from
the theoretical and laboratory stages to the point where field experi-
ments could be used to validate the concept for practical remote sensing
utilization. We have obtained highly resolved experimental Raman spec-
tra of subsurface ocean water from two research vessels in both coastal
and open ocean waters. These experimental results strongly support our
design calculations which showed that Raman spectra can be used for
remote sensing of subsurface ocean temperature profiles.

2. PREVIOUS LABORATORY EXPERIMENTS

Walrafen (1967) at Bell Telephone Laboratories was one of the first
to experimentally observe in the 1960's that the laser Raman spectrum of
1iquid water in the perturbed 0-H stretch region (2800 to 3900 cm !)
shifts toward longer wavelengths with increasing temperature. Walrafen's
work showed that by monitoring the Raman spectra of liquid water in the
0-H region, the variation of molecular structure due to the mobility of
the hydrogen bonds may be observed and the shape of the Raman spectra,
therefore, provides a means for measuring the temperature of liquid
water.

Polarization spectroscopy may also be used to study the Raman spec-
trum of liquid water. Using this technique the water sample is illumi-
nated with a polarized laser beam. Two Raman spectra are recorded, one
in the same polarization as the laser beam, the other in the orthogonal
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polarization. The ratio of the two polarization spectra, when computed
as a function of wavelength, is found also to be temperature dependent
(Cunningham and Lyons, 1973). Polarization spectroscopy has unique
advantages for deep penetration applications which will be discussed
later in the paper.

Schwiesow (1971) first suggested and conducted experiments to show
that the Raman techniques could be employed for remote water tempera-
ture measurements. More recently Chang et al. (1974) demonstrated the
feasibility of the method as a remote temperature sensor in a series of
laboratory experiments which investigated both a two-color technique
and a depolarization technique. The basic sensitivity of the measure-
ment was shown to be about 1% per C°, and it was estimated that the
expected performance of an airborne system would be a temperature deter-
mination accuracy of 0.5°C at a depth of 4 diffuse attenuation lengths
per joule of laser energy transmitted. The effect of salinity was also
experimentally investigated and was shown to be separable from tempera-
ture using polarization techniques.

An experimentally measured value of 4.5 x 10733 m2/molecule-sr for
the liquid water O-H stretching band Raman cross section has been
reported by Slusher and Derr (1975). Table 1 shows a representative,
but by no means complete, compilation of volume backscattering coeffi-
cients that have been measured by various investigators for distilled
water and ocean and lake water of various types. Also included in Table
1 are Raman backscattering coefficients for distilled water and ice.

The wavelength of Tlight used for the measurements cited in Table 1
varies somewhat from investigator to investigator, but all use light in
the blue-green near 500 nm so that order of magnitude comparisons may be
considered valid.

From the data compiled in Table 1 it can be noted that the Slusher
and Derr value for the Raman coefficient is essentially equal to the
on-frequency backscatter coefficient of Tyler for distilled water. Far
from being a "weak" effect the Raman return is comparable to the main
on-frequency return from the water itself. This has implications when
making comparisons between the Raman method and other laser scattering
methods for remote subsurface measurements such as the Brillouin tech-
nique to determine sound speed (Hirschberg, 1976).

It should also be noted that the cross section for ice is compar-
able to that of liquid water. Slusher and Derr (1975) have obtained
temperature measurements using Stokes to anti-Stokes line ratios in ice
from 0° to -50°C. A Raman instrument capable of measuring liquid water
temperature and salinity should therefore also be capable of not only
detecting the spectral signature of ice but also of measuring ice
temperatures.
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TABLE 1. COMPARISON OF RAMAN AND VOLUME SCATTERING
COEFFICIENTS FOR WATER

RAMAN SCATTERING COEFFICIENT, (A = 488 NM) (METERS“l S'IERADIAN-I)

DISTILLED WATER .00015 SLUSHER AND DERR (1975){?)
ICE . 000093 SLUSHER AND DERR (1975)(9)

1

- -1
VOLUME SCATTERING COEFFICIENT, 0'(1800) (METERS ~ STERADIAN )

(19)

DISTILLED WATER .00017-00020 TYLER (1961)
OCEAN 1
VARIOUS LOCATIONS, EASTERN . 0005 JERLOV (1961) 17
NORTH ATLANTIC |
OFF BERMUDA (31°57'N, 65°11'W) .002 MORRISON (1970) (20)
COASTAL 213
BETWEEN WOODS HOLE AND THE .003-. 004 SPILHAUS (1968)
180M CONTOUR
19
NEAR SANTA CATALINA ISLAND . 00020 TYLER (1961)( )
(33932'N, 118°17'W)
LONG ISLAND SOUND (41°16'N, 70°08'W) .02 MORRISON (1970) {29)
LAKE (22)
WINNIPESAUKEE, NEW HAMPSHIRE . 003 DUNTLEY (1963)

PEND OREILLE, IDAHO .0017-.0041 TYLER (1961){19



Laboratory experiments with natural waters were carried out by
Zimmerman and Bandy (1975) who conducted laboratory laser induced scat-
tering measurements with samples taken in estuarine waters near Norfolk,
Virginia. While the purpose of their work was not to measure water
temperature the Raman O-H stretch band is sufficiently resolved in the
data that they published so that the ratio of monomer to polymer can be
determined after subtraction of the fluorescence level to yield a water
temperature value in the mid to upper 70's F°, which would be typical of a
a laboratory situation. (The data of Walrafen (1967) was used as a cali-
bration.)

3. PERFORMANCE ESTIMATES

The performance of a fully developed Raman 1idar subsurface
temperature measurement system, if not limited by interferences can be
exactly calculated.

The number of Raman photoelectrons collected per second by an

optical detector in a pulsed laser backscattering system can be ex-
pressed by the following equation:

N =N

pe = MiaseR"scATORAMAN'R & pefop Th1 Thz (1)
where
NPE = number of Raman photoelectrons detected
NLASER = number of laser photons transmitted
NSCAT = density of molecular scatters of a given species
9RAMAN = Raman scattering cross section per particle per
steradian
AR = range resolution
9] ~ = detection solid angle of collector
n = refractive index of water
€pe = photocathode photoelectric efficiency
€op = optical system efficiency
Tx1Ty, = two-way transmission, T,, at laser wavelength

Ty, at Raman wavelength
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The subsurface water temperature measurement performance of a
typical Raman lidar system was estimated using equation (1) with system
parameters that assume modest but well-engineered components. The sys-
tem parameters assumed are Tisted in Table 2 with a brief rationale for
the particular choice of the value of each parameter.

The product of the system parameters shown in Table 2 yields a
total Raman signal return of 3.5 x 10° photoelectrons per second with
the assumption of unity two-way transmission loss, i.e. surface or
near-surface measurements. As has been previously shown (Leonard,1974),
in a well-engineered Raman system using a pulsed laser, the limiting
noise can be reduced to the "shot noise" in the laser induced Raman sig-
nal itself. Therefore, the signal-to-noise (S/N) ratio can be given by
the square root of the total number of photoelectrons collected in a
given measurement time interval. This S/N assumption has been verified
by data obtained in laser Raman field experiments (Leonard, 1974). If
the signal in the above calculation is assumed to be equa1}¥ divided
between the two polarizations a basic S/N of (1.75 x 10°)1/2 or 418
would be available. Based on a measurement sensitivity of 1% per C°,
this would mean that a temperature precision of (1/418) x 100 = 0.2C°
would have been achieved.

The ability to achieve depth penetration depends critically on the
diffuse attenuation coefficient of the particular water being measured
and is highly variable among open ocean, continental shelf and coastal
waters. Table 3, which is based on data published by Ferguson (1975),
lists the various types of ocean and coastal waters with values of
diffuse attenuation coefficient, the range of the optimum transmission
wavelength window and the rate of laser beam power loss in dB per meter
of depth penetration.

The performance of a Raman lidar subsurface temperature measurement
system as a function of depth, water quality and the other relevant
operating parameters can be summarized by means of an "operating map"
such as is shown in Figure 2. The operating map of Figure 2 has been
calculated for a typical airborne open ocean rmeasurement situation with
a mixed layer depth of 100 meters. The basic parameters on the map are
the number of Raman photoelectrons collected as the ordinate with the
depth as measured in attenuation lengths displayed on the abscissa.

The derived quantities of temperature precision in °C and the depth in
meters as a function of water quality are also shown as alternate ordi-
nate and abscissa quantities respectively. The operating 1ines on the
map are drawn for various values of the parameter M where M is defined

as
_[PLJ Ad} 1]? |
M= [oel (8911 T (2)
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SYSTEM PARAMETER

N ASER

NSCAT RAMAN

AR

TABLE 2.

VALUE ASSUMED

2.3 x 1017 PHOTONS

1.5 x 10'4STER"

1 METER

2x10

5x 10

7

STER

SEC

1

M"

1

SYSTEM PARAMETER VALUES

RATIONALE

THIS VALUE CORRESPONDS TO 0. 1
WATT OF AVERAGE POWER AT 4600
R, COMMERCIALLY AVAILABLE N,
PUMPED DYE LASERS HAVE THIS
CAPABILITY.

THIS IS THE LATEST PUBLISHED

'VALUE FOR THE EXPERIMENTALLY

MEASURED TOTAL RAMAN LIQUID
WATER BACKSCATTER COEFFICIENT.
(REFERENCE 9)

CORRESPONDS TO MINIMUM DEPTH
RESOLUTION SET BY PULSE
DURATION OF LASER.

THIS COLLECTION SOLID ANGLE
CORRESPONDS TO A 30 CM EFFECTIVE
DIAMETER COLLECTOR ON A PLATFORM
500 METERS ABOVE THE SUBSURFACE
SCATTERING VOLUME.

TYPICAL OVERALL OPTICAL AND

- PHOTOELECTRIC QUANTUM

EFFICIENCY.
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*
TABLE 3, UNDERWATER WINDOWS FOR VARIOUS OCEAN WATERS

WATER TYPE AND LOCATION

CLEAREST OCEAN, OPEN OCEAN; TROPICAL AND
SUBTROPICAL, BELOW THERMOCLINE

CLEAREST OCEAN, OPEN OCEAN; TROPICAL AND
SUBTROPICAL, ABOVE THERMOCLINE

WARM OCEAN, OPEN OCEAN; TROPICAL AND
SUBTROPICAL, ABOVE THERMOCLINE

COOL OCEAN, OPEN OCEAN; TEMPERATE
SUBARTIC AND ARTIC, ABOVE THERMOCLINE

SHELF, CONTINENTAL SHELF, SURFACE TO
BOTTOM

COASTAL, COASTAL; RELATIVELY SHALLOW
WATER, SURFACE TO BOTTOM

VERY TURBID, INSHORE COASTAL; HARBOR
AND BAY WATER, SURFACE TO BOTTOM

%
SEE REFERENCE 13.

TRANSMISSION WINDOW

0. 04

0.07

0.10

0. 16

0.40

LOSS

0. 300

0.430

0.695

1,737

(nm)

430-470
440-480
470-490
475-495
490-510
510-550

550-570
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Figure 2. Typical System Operating Map (100 Meter Mixed Layer).



where P is the average laser power in watts, ad is the depth resolu-
tion in meters, R is the altitude of the a1rcraft in kilometers, and

T is the integration time of the measurement in seconds. Thus, for
example, for a system with P = 0.2 watts, ad = 10 meters, R = 1 kilo-~
meter and T = 1 second, the map parameter would be M = 0.01. This means
that with such a system the allowed region of the operating map of
Figure 2 is to the left of the line labeled M = 0.01. A typical oper-
ating point is shown corresponding to a temperature accuracy of 1°C and
a depth penetration of 60 meters at the limit of a map function value
of M = 0.01.

The map is constructed by using equation (1) to calculate the near
surface (ordinate) values of the number of photoelectrons collected for
each polarization for a given map parameter M. The overall optical and
photoelectric efficiency, the effective diameter of the collector and
the Raman scattering cross section are those given in Table 2. The slope
of the lines is determined by the transmission loss as a function of
depth given by exp[-2Kd], where K is the diffuse attenuation coeff1c1ent
and d is the depth.

Also shown on the operating map is an upper boundary labeled
"volume depolarization interference limit". This represents the most
significant interference to the measurement and is caused by depolari-
zation due to transmission through natural waters. Analysis of data
published by Duntley (1971) has shown that the depolarization effect will -
produce an uncertainty in a Raman spectral temperature measurement the
order of 0.1°C per attenuation length and in a Raman salinity measurement
the order of 1 part per thousand per attenuation length.

4. EXPERIMENTAL RESULTS
4.1 Description of Raman Lidar Equipment

The subsurface water Raman spectra were obtained using a Raman lidar
system originally designed and used by Leonard and Caputo (1974) as a
single-ended transmissometer for airport glide slope visual range appli-
cations. This equipment was recently modified by CGC to include a
capability to measure atmospheric profiles of water vapor and temperature
in addition to atmospheric transmission profiles. As such the system was
non-optimal for subsurface water measurements, but notwithstanding
enabled useful new information to be obtained.

A block diagram of the equipment is shown in Figure 3. The laser
source is a pulsed nitrogen laser operating at 337.1 nanometers and
producing pulses of 100 kilowatts peak power with an effective pulse
duration of 10 nanoseconds at a pulse repetition rate of 500 Hertz. The
nitrogen laser uses an unstable resonator cavity and produces a beam
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Figure 3. Block Diagram of Raman Lidar Equipment.
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symmetric in the far field with a divergence of approximately 2
milliradians. The output from the laser is passed through an interfer-
ence filter which passes the 337.1 nm laser line with a high efficiency
but blocks spontaneous emission occurrin%iin the Taser gas discharge in
the 0-H Raman spectral region near 3300 A.

The photons collected by the receiver optics are passed through a
1iquid filter and into a double 1/4 meter focal Tength scanning
spectrometer having a 0.5 nanometer spectral resolution. The wavelength
scanning of the spectrometer produces a spectral scan of the liquid
water Raman 0-H stretching band with sufficient resolution so that the
monomer and polymer components can be resolved and a water temperature
determined.

The 1iquid filter, a water solution of 2, 7-dimethyl1-3, 6-diaza-
cyclohepta-1, 6-diene perchlorate in a quartz walled cell, has the prop-
erty of essentially complete isotropic volume bulk absorption of 337.1
nm but with nearly complete transparency at wavelengths of 350 nm and
Tonger. This filter is used for blocking the strong on-frequency return
at 337.1 nm which is reflected from the water surface and which the
spectrometer alone is not able to adequately reject. It is far superior
in this regard to the best interference filters commercially available,
both in transmission characteristics and in angle requirements.

The Raman photon output from the spectrometer is detected by an
RCA 8850 photomultiplier. The Raman photoelectron signal and a gate
pulse suitably synchronized and delayed with respect to the laser firing
are combined in ten (10) separate coincidence gates, the output from
which are recorded using direct memory access (DMA) techniques with a
Data General NOVA 1220 computer. The number of pulses occurring during
the same data taking interval is also recorded. The ratio of the Raman
photoelectrons to laser pulses recorded over a given time interval is
the basic data obtained. The ten coincidence gates provide Raman data
at ten separate range locations which can be varied both in width and
spacing over the ranges 30 to 330 nandseconds and 50 to 550 nanoseconds
respectively.

The data taking is fully automated. The computer can be directed
through the teletype (TTY) to specify the number of laser pulses over
which to record data at each wavelength and the maximum and minimum
wavelengths and the wavelength increments of each spectral scan. The
data obtained are printed on the TTY in tabular form and also recorded
on cassettes. A ten-channel numerical display of the data is also pro-
vided. : :

The plan and elevation views of the Raman lidar transceiver equip-

ment are shown in Figure 4. The equipment is secured to a wheeled cart
which was used on the afterdeck of the Hayes. The 45° mirror was
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rotated 180° to convert the system from an upward looking atmospheric
lidar to a downward looking subsurface oceanographic lidar.

Figure 5 is a photograph of the USNS Hayes, which illustrates the
unique twin-hull character of the research vessel. Figure 6 shows the
Raman lidar transceiver in place on the afterdeck of the Hayes in a
typical data-taking mode positioned to view the ocean water in the wake
between the hulls. Subsurface Raman water spectra were obtained both
with the ship stopped and as a function of speed while underway. The
effects of foam and air bubbles in the wake were observed to cause in-
creased signal attenuation as the ship speed increased but no measurable
distortion of the Raman spectrum. The difference in Raman signal ampli-
tude between a dead stop and full speed was about an order of magnitude.

4.2 Experimental Field Measurements -- Hayes Cruise

In this section the field measurements and the data obtained to
date are described. The fi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>