Numerical simulations of oceanic $p$CO$_2$ variations and interactions between Typhoon Choi-wan (0914) and the ocean
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[1] On 19 September 2009, Typhoon Choi-wan passed ~40 km to the southeast of the Kuroshio Extension Observatory (KEO) surface mooring, located at 32.3°N, 144.5°E. We use an atmosphere-wave-ocean coupled model that incorporated an oceanic carbon equilibrium model to investigate the typhoon-induced CO$_2$ outgassing observed by the KEO mooring. KEO data are used to provide atmospheric surface boundary conditions for partial pressure of CO$_2$ ($p$CO$_2$) and to validate the numerical results. The model simulated the observed sea-level pressure variations reasonably well, although the simulated-typhoon translation was 3 h slower than the estimated best track. The simulation resulted in lower than observed sea-surface temperature (SST), sea-surface salinity (SSS), and partial pressure of surface ocean CO$_2$ ($p$CO$_{sea}^2$). Better agreement was found with the grid point south of the buoy that corresponded roughly to the buoy location in the simulated-typhoon reference frame. In situ observations show CO$_2$ outgassing during the Choi-wan’s passage. Forty percent of observed outgassing was explained by decreasing $p$CO$_{air}$ ($\sim$20 µatm), and thus, the remainder ($\sim$30 µatm) must be explained by increasing $p$CO$_{sea}^2$. The model simulated only one third of the increase in observed surface $p$CO$_{sea}^2$ variation ($\sim$9.6 µatm), suggesting that not only SST but also high salinity and dissolved inorganic carbon caused by vertical turbulent mixing and horizontal advection are important in simulating surface $p$CO$_{sea}^2$ variation. The simulations also reveal that surface roughness length affects surface wind asymmetry during the passage and variation in SSS and $p$CO$_{sea}^2$ ($\sim$1 µatm) after the passage.


1. Introduction

[2] Understanding the local carbon system induced by tropical cyclones (TCs) is important for estimating the climatological impact of the TC on the annual global CO$_2$ effluxes. In particular, the northwestern Pacific Ocean features some of the most numerous and intense TC found globally. TC-induced CO$_2$ efflux is known to be determined by both physical [e.g., Lévy et al., 2012] and biogeochemical [Lin, 2012] processes. While the TC-induced biological pump does little to enhance biological carbon fixation in the context of global climate system [Lin, 2012], the contribution of TC-induced physical pumping to global TC-induced efflux remains uncertain [e.g., Lévy et al., 2012].

[3] Interactions between the ocean and TC include a variety of physical and biological processes. A TC induces sea-surface cooling [e.g., Price, 1981; Wada, 2002], variations in ocean productivity [e.g., Subrahmanyan et al., 2002; Lin et al., 2003; Siswanto et al., 2008], and sea-air CO$_2$ flux [Bates et al., 1998; Nemoto et al., 2009; Huang and Imberger, 2010; Bond et al., 2011; Wada et al., 2011a, 2011b]. Sea-surface cooling induced by a TC can suppress intensification of a TC [e.g., Bender et al., 1993; Bender and Ginis, 2000] by delaying the merger of discrete mesovortices [Wada, 2009] and damping the eddy flux of relative angular momentum in the low- to midtroposphere. In addition, previous studies have reported that sea-surface cooling results in a change in the structure of a TC particularly within the inner core [e.g., Zhu et al., 2004; Wu et al., 2005]. These various studies highlight the multidisciplinary aspects of interactions between a TC and the ocean; however, a comprehensive interdisciplinary approach is lacking. In order to understand TC-induced local carbon system and to estimate their impact on the annual global CO$_2$ effluxes, the comprehensive interdisciplinary approach is needed. Among various approaches, numerical-modeling
studies help understand interdisciplinary processes in both the atmosphere and the ocean.

Advances in supercomputer systems enable us to study typhoon-ocean interactions numerically using a sophisticated atmosphere-ocean and physical-biochemical coupled model. Indeed, Huang and Imberger [2010] used a 3-D hydrostatic ocean model, Estuary, Lake and Coastal Ocean Computer Model (ELCOM), coupled with a public domain carbon model and a biochemical Computational Aquatic Ecosystem, Dynamics Model (CAEDYM) to investigate the response of the partial pressure of ocean CO$_2$ ($p$CO$_{sea}$) to the passage of Hurricane Frances in September 2004. The similar approach was conducted by Levy et al. [2012], using oceanic hydrodynamic model coupled with the Pelagic Interaction Scheme for Carbon and Ecosystem Studies to study the contribution of TC on the sea-air CO$_2$ flux. However, these models were not coupled with both atmosphere and ocean-wave models.

Modeling results should be validated by in situ observations, since numerical models contain various uncertainties due to initial conditions, parameterizations, computational errors, and unknown/unincorporated processes. However, in situ observations are scarce, particularly under the conditions of high winds and high ocean waves. Nemoto et al. [2009] described 3 h observations of $p$CO$_{sea}$, associated with the response to three typhoons in 1997, measured by a moored buoy in East China Sea. Bond et al. [2011] also described observations associated with the sea-air $p$CO$_2$ response to Typhoon Choi-wan (International designation 0914) in 2009 measured by the Kuroshio Extension Observatory (KEO) buoy. The former case was numerically studied by Wada et al. [2011a], while the latter has not been numerically investigated thus far.

Unlike the three typhoons reported by Nemoto et al. [2009], Choi-wan underwent an extratropical transition at the location of the moored buoy. As a result, the horizontal distribution of surface winds was asymmetrical [Bond et al., 2011]. As will be shown later, the surface wind asymmetry leads to an added challenge for the numerical simulations. In particular, the asymmetric wind distribution should not be simply extracted from the six hourly atmospheric reanalysis with relatively coarse horizontal resolution (more than 20 km) but instead should be calculated by an atmosphere model with a relatively fine horizontal resolution (less than 10 km) that resolves the inner core of the typhoon. Alternatively, numerical simulations by a high-resolution coupled model can be used to investigate the effects of the asymmetric wind distribution of Choi-wan on the ocean response to Choi-wan.

The purpose of this study is to analyze the interdisciplinary interactions between Choi-wan and the ocean using a sophisticated atmosphere-wave-ocean coupled model with a carbon equilibrium model (Figure 1). In particular, we focus on the following questions: (1) How does Choi-wan's wake occur at the KEO buoy? (2) What is the surface $p$CO$_{sea}$ response to Choi-wan at the KEO buoy? (3) How does the oceanic response to Choi-wan affect the intensity and surface wind asymmetry of Choi-wan? (4) What roles does the initial oceanic field play in the simulations?
[8] It should be noted that as shown in Figure 1, the coupled model did not incorporate an atmospheric CO₂ model like Sarrat et al. [2007] or a biogeochemical scheme like Huang and Imberger [2010] and Lévy et al. [2012]. Therefore, this study focuses on simulations of the variation in pCO₂* without the effect of carbon fixation through plankton growth on the surface pCO₂*.

[9] This paper consists of five sections: Section 2 focuses on the experimental design, describing the physical and biogeochemical observations from the KEO moored buoy, the numerical model and its specifications, and other oceanic and atmospheric data sets used in this study. Section 3 describes results of numerical experiments and their validation against the KEO mooring measurements and satellite sea-surface temperature (SST) fields. Section 3 also describes the results of sensitivity experiments for surface roughness-length schemes. Section 4 discusses the variation in pCO₂* by passage of Choi-wan and its relation to the oceanic initial field. In addition, section 4 discusses the effect of surface roughness lengths and associated surface winds on the atmospheric and oceanic ingredients observed at the KEO buoy. Finally, section 5 is devoted to concluding remarks.

2. Experimental Design

2.1. Observations at the KEO-Moored Buoy

[10] The KEO reference station is a highly instrumented moored buoy located at 32.3°N, 144.5°E, in the recirculation gyre south of the Kuroshio Extension [Cronin et al., 2008, 2013]. The measurement systems were reviewed in Bond et al. [2011]. In this study, we use data from the KEO mooring, including hourly meteorological data, hourly SST, and three hourly pCO₂ from a Moored Autonomous pCO₂ (MAPCO₂) system [Bond et al., 2011] for validation of the numerical simulation results. The MAPCO₂ uses a Licor-820 nondispersive infrared detector along with an in situ gas calibration to make surface seawater Licor-820 nondispersive infrared detector along with an in situ gas calibration to make surface seawater pCO₂ and marine boundary air CO₂ measurements that are traceable back to the standard of World Meteorological Organization (WMO). The Licor-820 is as a single path, dual wavelength infrared gas analyzer. The final data are available at the Carbon Dioxide Information Analysis Center (CDIAC; http://cdiac.ornl.gov/oceans).

2.2. Model

[11] A nonhydrostatic model (NHM) has been developed jointly by the Numerical Prediction Division and Meteorological Research Institute (MRI) of the Japan Meteorological Agency (JMA; hereafter JMANHM). The physical processes in the NHM include cloud physics expressed in an explicit three-ice bulk microphysics scheme based on the work of Lin et al. [1983], a resistance law assumed for air-sea momentum and enthalpy fluxes in the atmospheric surface boundary layer, exchange coefficients for air-sea momentum and enthalpy transfers over the sea based on Louis et al. [1982], a turbulent closure model in the atmospheric boundary layer formulated from the work of Klemp and Wilhelmson [1978] and Deardorf [1980], and an atmospheric radiation scheme based on Sugi et al. [1990]. The NHM used here is an older version of the current nonhydrostatic mesoscale model [e.g., Saito, 2012], but it is coupled with both a multilayer ocean model and a third-generation ocean-wave model [Wada et al., 2010; Wada, 2012]. We used no cumulus parameterization in this study.

[12] The JMA third-generation ocean-wave model was coupled with the NHM to estimate changes in surface roughness lengths, drag coefficients, and enthalpy coefficients. The wave spectrum of the third-generation ocean-wave model consisted of 900 components, each associated with 1 of 25 frequencies and 1 of 36 directions. The frequency of the wave spectrum was divided logarithmically from 0.0375 to 0.3000 Hz. We assumed the ocean wave to be initially motionless. Wada et al. [2010] describe the detailed wave-ocean coupling procedure.

[13] We employed a reduced-gravity approximation and a hydrostatic approximation and assumed a Boussinesq fluid in the multilayer ocean model used here. The model had three layers (four levels). The uppermost layer represented the mixed layer, where the density was vertically uniform; the middle layer represented a seasonal thermocline, where the vertical temperature gradient was greatest; and the bottom layer was assumed to be undisturbed by entrainment. The four levels consisted of sea surface, the bases of the mixed layer, the seasonal thermocline, and the bottom (see section 2.4). Entrainment was calculated by using a multilimit entrainment formulation proposed by Deardorf [1983] and modified by Wada et al. [2009]. The model calculated water temperature and salinity at the surface and at the base of the mixed layer and calculated layer thickness and 2-D flows for all three layers. The model can simulate near-inertial currents behind a TC to some extent [Wada, 2002].

[14] In order to simulate the diurnal variation in SST precisely, we incorporated into the coupled model a scheme based on Schiller and Godfrey [2005]. We applied the short-wave radiation parameterization proposed by Ohlmann and Siegel [2000] to compute the absorption/penetration rate of short-wave radiation. A climatologically chlorophyll a created by Kawai and Wada [2011] was used as the initial and boundary conditions, and this study assumed that chlorophyll a was vertically uniform and constant during the integration. Wada [2010] describes the detailed procedure of the scheme.

[15] The atmosphere-ocean coupling procedure was as follows. Short-wavelength and long-wavelength radiation, sensible and latent heat fluxes, wind stresses, and precipitation were provided for every time step of the ocean model. Land and sea distributions extracted from GTOPO30 digital elevation data from the U.S. Geological Survey were provided from the atmosphere model to the ocean model only at the initial time in order to adjust the land and sea distributions between the atmosphere and ocean models. Ocean bottom topography was provided by ETOPO-5 data from the National Oceanic and Atmospheric Administration (NOAA) National Geophysical Data Center; these elevations are spaced at 5 min intervals of latitude and longitude. Conversely, SST calculated by the ocean model was provided for every time step of the ocean model.

[16] An oceanic carbon equilibrium scheme is based on the work of Dickson et al. [2007] and is coupled with the coupled atmosphere-wave-ocean model. The variation of pCO₂* was diagnostically calculated by the scheme under...
the assumption that total alkalinity (ALK), total phosphate, and total silicate are constant. It should be noted that this assumption may not hold true during heavy rainfall of a typhoon. The evolution of dissolved inorganic carbon (DIC) was calculated by using the equation similar to the temperature and salinity equations in the multilayer ocean model, including advection, diffusion, vertical mixing, and air-sea fluxes due to evaporation and precipitation. However, the source minus sink term due to the biogeochemical pump was not included in the DIC equation (Figure 1). The representative depth for calculating the evolution of DIC was assumed to be 1 m. The sea-air CO2 flux ($F_{CO_2}$) was calculated by using the short-term gas exchange-wind relationships derived by Wanninkhof [1992] in the following equation:

$$ F_{CO_2} = ks(p_{CO_2}^{sea} - p_{CO_2}^{air}) $$

where $k$ is the gas transfer velocity and $s$ is the CO2 solubility. The gas transfer velocity is assumed to be a function of second power of 10 m wind velocity [Wanninkhof, 1992]. More information on the carbon equilibrium scheme is described in the appendix of Wada et al. [2011a].

### 2.3. Best-Track Data

[17] We use the WMO Regional Specialized Meteorological Center (RSMC)-Tokyo best-track data recorded in the International Best track Archive for Climate Stewardship data set [Knapp et al., 2010]. The RSMC-Tokyo is responsible for the distribution of information, advisories, and warning associated with TC in the Northwestern Pacific agreed by consensus at the WMO. The best-track data includes position, central pressure, and maximum wind speed every 6 h as usual. The history of RSMC-Tokyo best-track data set is described in the supplement of Kama-hori et al. [2006]: A major source of TC intensity estimates is the Dvorak [1975] technique, which handles satellite image patterns.

[18] The position of Choi-wan at 1800 UTC on 19 September 2009 was 32.7°N, 145.1°E reported in the RSMC-Tokyo, the Hong Kong Observatory (HKO) and the China Meteorological Administration (CMA) and 32.3°N, 145.1°E reported in the Joint Typhoon Warming Center (JTWC). The best-track central pressure ranges 967 hPa in JTWC to 975 hPa in CMA at 1800 UTC on 19 September 2009. The best-track central pressure in RSMC-Tokyo and HKO is 970 hPa at the same time.

### 2.4. Design of Numerical Experiments

[19] The target typhoon in the present study is Typhoon Choi-wan (International designation 0914), which passed ~40 km to the southeast of the KEO mooring at ~1800 UTC on 19 September 2009. According to the RSMC-Tokyo best-track data, Choi-wan was generated when a tropical depression evolved into a TC around 15.4°N, 150.9°E at 1800 UTC on 12 September 2009. The typhoon moved initially west-northwestward but changed to a northwestward track as it rapidly intensified. From 1200 UTC on 15 September to 1800 UTC on 16 September, the minimum central pressure was 915 hPa and maximum wind speed was 105 knots (~54 m s⁻¹). At a location around 23.2°N, 138.9°E, the typhoon gradually slowed and changed to a north-northeastward track as it began to decay. The simulations performed here run for 96 h from 0000 UTC, 17 September 2009, through 0000 UTC, 21 September 2009, when the typhoon was mature and transitioning to an extratropical storm.

[20] JMANHM covers a 4000 × 4000 km domain with a horizontal grid spacing of 6 km. The horizontal resolution of 6 km is also applied to the third-generation ocean-wave model, the multilayer ocean model, and the oceanic carbon equilibrium scheme. JMANHM has 40 vertical levels with variable intervals from 40 m for the lowermost (near-surface) layer to 1180 m for the uppermost layer. JMANHM has maximum height approaching ~23 km. The time step of JMANHM was 15 s. The time step of the ocean model was 1.5 min and that of the third-generation ocean-wave model was 10 min.

[21] The initial depth of the oceanic mixed layer was determined from oceanic reanalysis data by defining the mixed layer as having a density difference from the surface of no more than 0.25 kg m⁻³ and a maximum depth of 200 m. The base of the thermocline was limited to 600 m, and water depth was limited to 2000 m. The oceanic reanalysis data were calculated using the MRI Ocean Variational Estimation (MOVE) system [Usui et al., 2006].

[22] The initial time for all simulations was 0000 UTC on 17 September 2009, when the typhoon entered its mature phase. Atmospheric initial and boundary conditions were derived from six hourly global objective analysis data from JMA with a grid spacing of 20 km. Oceanic initial conditions were derived from the MOVE system, forced with daily oceanic reanalyses. Because the integration time was 4 days, open oceanic boundaries were applied in series of numerical simulations. In order to investigate the impact of the horizontal resolution, two initialization fields were used: one with a large scale grid with a 0.5° horizontal spacing (experiment G6G5, see Table 1) and one with a regional scale grid with a 0.1° horizontal spacing (experiment G6G1). The initial conditions for DIC and ALK were derived from the empirical formulas based on in situ $pCO_2^{sea}$ observations around 30°N, 137°E by research vessels and water temperature reanalyzed by MOVE [Wada et al., 2011b]. Observed surface $pCO_2^{sea}$ and $pCO_2^{air}$ at the KEO buoy site were provided as the boundary conditions to calculate the sea-air CO2 flux.

[23] Both JMANHM and coupled JMANHM-wave-ocean models were used to investigate the effect of the ocean on TC simulations from viewpoints of existence or nonexistence of sea-surface cooling induced by Choi-wan. Table 1 shows a list of numerical simulations to investigate the impact of sea-surface cooling and oceanic environmental field on the simulation of the typhoon. Experiments A6G5 and A6G1 used only the JMANHM model, while experiments C6G5 and C6G1 used the coupled JMANHM-wave-ocean model. Experiments A6G5 and C6G5 used the initial oceanic condition obtained from the oceanic reanalysis data set with a 0.5° horizontal spacing, while experiments A6G1 and C6G1 used a 0.1° horizontal spacing. All experiments used the same atmospheric initial and boundary conditions.
thus CO₂ flux (see equation (1)). In addition, the change in surface friction directly affects surface wind speed, and stresses and sensible and latent heat fluxes. The change of coefficients, indicating the changes in surface wind leads to changes in drag and enthalpy air-sea exchange on wave steepness. A change in surface roughness lengths to frictional velocity squared.

A6G5 JMANHM 6 km 0.5
A6G1 JMANHM 6 km 0.1
C6G5 JMANHM-wave-ocean coupled model 6 km 0.5
C6G1 JMANHM-wave-ocean coupled model 6 km 0.1

[24] The roughness-length scheme in experiments A6G5, A6G1, C6G5, and C6G1 was derived from an empirical formula of Taylor and Yelland [2001] (TY1) based on wave steepness. A change in surface roughness lengths leads to changes in drag and enthalpy air-sea exchange coefficients, indicating the changes in surface wind stresses and sensible and latent heat fluxes. The change of surface friction directly affects surface wind speed, and thus CO₂ flux (see equation (1)). In addition, the change in surface wind stresses can affect vertical turbulent mixing and ocean currents. In order to investigate the impact of surface roughness lengths on the interactions between Choi-wan and the ocean, sensitivity numerical experiments were performed in experiment C6G1 by using four different surface roughness schemes listed in Table 2, in addition to experiment TY1. These are described as follows. The roughness-length empirical formula of Charnock [1955] (CH1) was based on the constant value of the ratio of gravity acceleration multiplying surface roughness length to frictional velocity squared. Janssen [1991] proposed that the Charnock constant value varies depending on the ratio of wave-induced stress to wind stress (JA1), whereas Smith et al. [1992] proposed that the Charnock constant value varies depending on the ratio of frictional velocity to the wave age (SM1). The roughness-length scheme derived from an empirical formula of Kondo [1975] (KO1) was based on the dependency of 10 m wind speed on drag coefficients.

2.5. Satellite SST

[25] We use a daily satellite microwave SST data set on 17 and 20 September 2009 to validate the results of simulated SST field. The satellite data set (obtained from the site: http://www.ssmi.com/) includes two satellite SST data sets derived from two instruments: the Tropical Rainfall Measuring Mission (TRMM) Microwave Imager, and the Aqua/Advanced Microwave Scanning Radiometer for Earth observing system (AMSR-E) satellite radiometers. The merged satellite SST data set covers the global ocean with a 0.25° horizontal spacing.

Table 2. Abbreviations of Numerical Experiments and Surface Roughness-Length Schemes

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Roughness-Length Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>TY1 (=C6G1)</td>
<td>Taylor and Yelland [2001]</td>
</tr>
<tr>
<td>CH1</td>
<td>Charnock [1955]</td>
</tr>
<tr>
<td>JA1</td>
<td>Janssen [1991]</td>
</tr>
<tr>
<td>KO1</td>
<td>Kondo [1975]</td>
</tr>
<tr>
<td>SM1</td>
<td>Smith et al. [1992]</td>
</tr>
</tbody>
</table>

3. Results

3.1. Track and Intensity

[26] Figure 2 depicts simulated positions of Choi-wan for experiments A6G5, C6G5, A6G1, and C6G1 every 6 h and RSMC-Tokyo best-track positions of Choi-wan from 0000 UTC on 17 September. As can be seen in Figure 2, the simulated positions differ little among the four experiments, indicating that Choi-wan’s track simulation is little affected by sea-surface cooling induced by Choi-wan and a difference of horizontal resolution of MOVE data between two initial environmental fields of the ocean (Figure 2a). The track simulation agreed well with the observed track (Figure 2a), although the simulated translation speed was slower, particularly at 1800 UTC on 19 September (Figure 2b), when the typhoon came close to the KEO-moored buoy. Indeed, the simulated-typhoon translation speed was ~10.5 m s⁻¹ in experiment C6G1, and the best-track translation speed was ~13.8 m s⁻¹, ~3 m s⁻¹ faster than the simulation at 1800 UTC on 19 September (Figure 2b).

[27] Figure 3 depicts the time series of Choi-wan’s simulated central pressures for experiments A6G5, C6G5, A6G1, and C6G1 and RSMC-Tokyo best-track central pressure every 6 h. Although the best-track central pressure rises during the integration due to the mature-to-decaying phases, the results of simulated central pressures in all experiments (Table 1) show intensification at an early integration due to a spin-up process. After 0600 UTC on 18 September, simulated central pressures begin to rise. The tendency of simulated central pressure is comparable to that of the best-track central pressure.

[28] In Figure 3, we find that both sea-surface cooling induced by Choi-wan and a difference between two oceanic initial fields affect the central-pressure simulations. The impact of sea-surface cooling on the central-pressure simulations is more remarkable than that of the difference between two initial environmental fields of the ocean, which is consistent with the conclusion of Wada and Usui [2010]. This suggests that the increase in simulated central pressures due to sea-surface cooling is mainly caused by reduction in turbulent heat fluxes within the inner core of simulated Choi-wan (not shown), which is consistent with Zhu et al. [2004].

3.2. Validation of Numerical Results Using KEO Buoy Observations

3.2.1. Atmospheric Components

[29] Because the coupled model used in this study does not incorporate an atmosphere CO₂ model (Figure 1) and thus cannot compute the variation in pCO₂, we validated the variation in computed sea-level pressure and air...
temperature at the buoy station using the moored buoy observations. However, before using these data for validating the numerical simulations, it is important to determine whether the large variation in $\frac{p_{CO_2}}{p_{CO_2}}$ observed during the typhoon passage [Bond et al., 2011] is associated with the sea component, air component, or a combination of the two.

Figure 4 depicts the time series plot of $p_{CO_2}$ measured by the KEO mooring. The concentration of $p_{CO_2}$ was calculated from the fugacity of CO$_2$ ($f_{CO_2}$) determined by mole fraction of CO$_2$ ($x_{CO_2}$) measurement. The concentration of $p_{CO_2}$ was 367.3 µatm at the initial time of the integration, at 0000 UTC on 17 September. The concentration of $p_{CO_2}$ gradually decreased and then at 57 h, 0900 UTC on 19 September, began to rapidly decrease. The concentration of $p_{CO_2}$ reached the minimum value of 348.3 µatm at 66 h, 1800 UTC, and then began to increase after the passage of Choi-wan. The concentration of $p_{CO_2}$ reached the minimum when observed sea-level pressure was lowest at the KEO-moored buoy (Figure 5).

Observed air temperature became low when the sea-level pressure was relatively low during the passage of Choi-wan. After the passage, observed air temperature increased (Figure 5). The numerical experiment in experiment C6G1 reproduced rapid variation in sea-level pressure at the moored buoy reasonably well, although the peak appeared 3 h later than observed. Simulated air temperature tended to be lower from 36 to 48 h than observed due to seasonal rain front that was not observed. Simulated air temperature tended to be higher from 54 to 69 h than observed due to the slower approaching Choi-wan in the simulation. After 72 h, simulated air temperature was lower

Figure 2. (a) Simulated positions for experiments A6G5, C6G5, A6G1, and C6G1 every 6 h and RSMC-Tokyo best-track positions of Choi-wan every 6 h from 0000 UTC on 17 September. (b) Time series plot of translation speeds of best-track and simulated Choi-wan (C6G1) every 6 h.

Figure 3. Time series of Choi-wan’s simulated central pressures for experiments A6G5, C6G5, A6G1, and C6G1 and RSMC-Tokyo best-track central pressure every 6 h.
the occurrence of rapid variation in site suggests that the model should be able to investigate relatively good simulation of sea-level pressure at the KEO moored buoy was sensitive to in situ sea-level pressure, the observations measured by the KEO mooring.

The results of numerical simulation in experiment C6G1 and moored buoy during the passage of Choi-wan. Nearly 40% pump on the increase in surface ocean.

Here we address the effect of Choi-wan-induced physical processes that could impact the \( pCO_2 \) measurements. However, those abnormalities can be expected to occur during typhoon conditions, and we assume here that those measurements are of acceptable quality. \( pCO_2 \) normalized to a temperature of 29°C was computed for both observed and simulated SST and \( pCO_2 \) (Figure 8b) in order to extract the variations in \( pCO_2 \) independent of water temperature. SST measured by the KEO mooring cools by \( \sim 1°C \) from 1800 UTC on 19 September (66 h) to 1200 UTC on 20 September (84 h). On the other hand, SST in experiment C6G1 is cooled by \( \sim 2.5°C \) during the same period at a grid point corresponding to the KEO-moored buoy.

After the passage of Choi-wan, we find that the observed \( pCO_2 \) rises \( \sim 10 \mu atm \) (Figure 8b) and observed SSS (Figure 8c) rises by \( \sim 0.3 \) psu from the initial value. In contrast, simulated SSS rapidly decreases after the passage of Choi-wan, resulting in the rapid decrease in \( pCO_2 \). This indicates that the numerical simulations poorly captured the local variation in observed SST, \( pCO_2 \), and SSS after the passage of the typhoon. In addition, we investigated the evolution of the normalized \( pCO_2 \) at the KEO-moored buoy (Figure 8b). The normalized \( pCO_2 \) slightly decreased after the passage of the typhoon, which was not consistent with the result of Wada et al. [2011a].

Figure 6 displays the horizontal distribution of satellite SST on 20 September and the corresponding simulated SST, surface ocean \( pCO_2 \), and SSS (at 84 h). Satellite SST partly captures sea-surface cooling induced by Choi-wan around 29°C, 143°E. Sea-surface cooling also existed around 34°N, 145°E north of the KEO-moored buoy. The simulated Choi-wan passed by on the right (east) side of the

However, MOVE SST was relatively high around 36°N, 147°E, east of a trough of cold water, whereas satellite SST was relatively high around 34°N, 142°E, west of the trough. The horizontal distribution of \( pCO_2 \) at the initial time was similar to that of MOVE SST, indicating that an error of \( pCO_2 \) was attributed to that of the MOVE SST.

Figure 4. Time series of \( pCO_2 \) observed at the moored buoy. The x-axis indicates the integration time.
KEO buoy. The simulated central pressure was lower than the best-track central pressure (Figure 3), although that was close to the observed central pressure at the buoy (Figure 5). Near the KEO buoy, the \( \sim 3 \text{ m s}^{-1} \) slower translation (Figure 2b) resulted in more unrealistic simulations of the near-inertial currents, horizontal advection, and turbulent mixing behind Choi-wan, resulting in excessive sea-surface cooling relative to the KEO and satellite observations.

Low SSS and resultant low surface ocean \( pCO_2^{sa} \) were simulated in the region of KEO (Figures 9c and 9d). The area of low SSS and low \( pCO_2^{sa} \) extended west to northwest from the buoy, associated with the oceanic response to seasonal rain front that caused heavy rainfall in experiment C6G1 (not shown). In fact, north of the buoy, SST on the left (west) side of the track decreased sharply according to the satellite SST (Figure 9a), and the initial SST reanalyzed by MOVE was relatively low (Figure 9b). This suggests that the numerical simulation at the KEO site depends upon the change of the background seasonal structure of the ocean.

Figure 10 displays the horizontal distribution of the difference in SST between the initial time and 84 h in satellite SST (Figure 10a) and that in simulated SST (Figure 10b) in experiment C6G1. South of 30°N around 140°E–144°E the cool wake observed by satellite SST was on the right side of the moving typhoon (Figures 9a and 10a), whereas sea-surface cooling induced by Choi-wan was primarily simulated along the track (Figure 10b). Around the

![Figure 6](image_url)
KEO buoy, satellite SST tended to be relatively low north to west of the buoy, where it zonally extended along 32°N–34°N. The zonal negative deviation of SST shifted northward in experiment C6G1, corresponding to the location of simulated stagnant seasonal rain front. It should be noted that the simulated SST is a snapshot every time step of the model, while satellite SST is a daily product and cannot cover the entire computational domain at a given time step.

Figures 11a and 11b display the horizontal distributions of DIC at the initial time (Figure 11a) and 84 h integration time (Figure 11b). At the initial time of integration, DIC showed a distribution that became high with increasing latitude, corresponding to the SST distribution (Figure 7b). At 84 h, DIC alternatively increased and decreased along the simulated track of Choi-wan due to near-inertial currents and vertical turbulent mixing. The area of relatively high DIC corresponded to that of relatively high SSS and SST. The near-inertial pumping [Price, 1983] induced by near-inertial currents and vertical turbulent mixing led to relatively high DIC and SSS, resulting in high $p\text{CO}_2^{\text{sea}}$ in spite of relatively low SST. Near-inertial pumping on a weather-forecasting time scale differs in spatial and temporal scales from the Peruvian upwelling on seasonal to interannual time scale [Ishii et al., 2004], although the physics are similar to each other. The KEO-moored buoy was in a small region of low DIC water, surrounded by high DIC water (exceeding 2030 μmol kg$^{-1}$ at 84h). It may be presumed that the increase in observed surface $p\text{CO}_2^{\text{sea}}$ after the passage of Choi-wan (Figure 8b) was influenced by increasing DIC. However, simulated DIC at the KEO buoy became rather small. Unrealistic low DIC water at the buoy accompanied by low SSS resulting in low $p\text{CO}_2^{\text{sea}}$ water may be caused by errors in the MOVE initial oceanic field, initial conditions in the multilayer model and atmospheric forcing due to errors in simulated Choi-wan’s track and simulated stagnant seasonal rain front.

Thus, it is not appropriate to compare the rapid variation in $\Delta p\text{CO}_2$ observed by the moored buoy directly to the numerical simulation at the location of the moored buoy. Instead, considering the 3 h delay of the track of the simulated typhoon and alternative pattern of simulated DIC along the track, we compared the moored buoy observations with a grid point south of the KEO-moored buoy (31.9°N, 144°E) in the simulated-typhoon reference frame, where $p\text{CO}_2^{\text{sea}}$ (Figure 10c), SSS (Figure 10d), and DIC (Figure 11b) were higher than those in the surroundings as the simulated typhoon passed by. Figure 12a shows the time series of DIC analyzed by observed SST, SSS, and $p\text{CO}_2^{\text{sea}}$ using the oceanic carbon equilibrium scheme alone (hereafter analyzed DIC) and simulated DIC at the KEO buoy and south of the KEO buoy. Even though the initial

Figure 7. Horizontal distributions of (a) daily TRMM and AMSR-E merged SST on 17 September, (b) initial SST, (c) initial $p\text{CO}_2^{\text{sea}}$, and (d) initial SSS at 0000 UTC on 17 September. Black circles indicate simulated Choi-wan’s positions in experiment C6G1 every 3 h. A black star indicates the location of the KEO-moored buoy.
water temperature south of the KEO buoy is lower than that at the KEO buoy particularly below the mixed-layer depth.

[43] South of the KEO-moored buoy, the results of numerical simulations in experiment C6G1 indicate the existence of high \( p\text{CO}_2^{\text{sea}} \) and high SST water around 31.9\(^\circ\)N, 144\(^\circ\)E at 84 h, corresponding to the location near the position of simulated typhoon at 66 h (Figure 9). The time series plot of simulated sea-level pressure around 31.9\(^\circ\)N, 144\(^\circ\)E in experiment C6G1 agrees well with that measured by the KEO mooring (Figure 14a), although air temperature still tends to be high before and during the passage of Choi-wan. High simulated air temperature around 31.9\(^\circ\)N, 144\(^\circ\)E indicates that the area is not affected by simulated seasonal rain front and accompanied heavy rainfall. Therefore, the error of the simulation of seasonal rain front may affect the error of simulated air temperature at the KEO buoy during the passage of Choi-wan.

[44] Simulated SST in experiment C6G1 near 31.9\(^\circ\)N, 144\(^\circ\)E at 84 h cools by ~2.5\(^\circ\)C from the initial time (Figure 14b), corresponding to that simulated at the KEO-moored buoy. The time series of surface \( p\text{CO}_2^{\text{sea}} \) and SSS around 31.9\(^\circ\)N, 144\(^\circ\)E show increases in \( p\text{CO}_2^{\text{sea}} \) (Figure 14c) before and during the passage of the typhoon and those in SSS (Figure 14d) during the entire integration time. The variation in simulated \( p\text{CO}_2^{\text{sea}} \) normalized to a temperature of 29\(^\circ\)C agrees roughly with the observed normalized \( p\text{CO}_2^{\text{sea}} \); therefore, both observed and simulated normalized surface \( p\text{CO}_2^{\text{sea}} \) increased during the passage of the typhoon. The maximum simulated \( p\text{CO}_2^{\text{sea}} \) was 377.1 \( \mu \text{atm} \) at 69 h, which was ~9.6 \( \mu \text{atm} \) higher than the initial \( p\text{CO}_2^{\text{sea}} \) (Figure 14c), corresponding to only about 20\% of \( \Delta p\text{CO}_2 \) and one third of the increase in surface \( p\text{CO}_2^{\text{sea}} \) observed at the KEO buoy. These results suggest that relatively small sea-surface cooling, high salinity, and high DIC after the passage of Choi-wan can contribute to the increase in \( \Delta p\text{CO}_2 \). However, the coupled model could not simulate the rapid variations in \( p\text{CO}_2^{\text{sea}} \) that occurred on timescales less than a half day during and after the passage of the typhoon.

3.2.3. Surface Roughness Length

[45] As described in the previous section, simulated surface \( p\text{CO}_2^{\text{sea}} \) can be determined from SST, SSS, DIC, and ALK by the oceanic carbon equilibrium scheme incorporated into the coupled model (Figure 1). In addition, the evolution of SST, SSS, and DIC is calculated through the numerical integration of the coupled model under given initial atmospheric and oceanic conditions. Previous studies reported that the typhoon-induced sea-surface cooling is caused primarily by upwelling and vertical turbulent mixing [e.g., Wada et al., 2009], and the impact of turbulent heat fluxes on the sea-surface cooling is relatively small [e.g., Price, 1981]. Surface wind velocity and air-sea exchange coefficients for air-sea momentum and enthalpy transports play an essential role in determining wind stresses and turbulent heat fluxes, resulting in upwelling, near-inertial currents, and vertical turbulent mixing. In addition, surface wind velocity and gas transfer velocity influence sea-air \( \text{CO}_2 \) fluxes, as is shown is equation (1). Recent studies indicated that the exchange coefficient for air-sea momentum levels off at wind speeds over 30–40 m \( \text{s}^{-1} \) [e.g., Powell et al., 2003]. High surface winds derived...
from relatively low exchange coefficients for air-sea momentum help increase in CO₂ effluxes.

[46] Air-sea exchange coefficients are calculated in JMANHM and the coupled model using surface roughness lengths and Monin-Obukhov similarity theory based on Louis et al. [1982]. Surface wind velocity (10 m wind velocity) is calculated in both models based on the Monin-Obukhov similarity theory. Consequently, surface roughness lengths are closely related to surface winds. It is of great importance to know whether errors of simulated sea-surface cooling and $pCO_2^{sea}$ induced by Choi-wan are caused by errors in the parameterization of physical processes used by the model and in resultant surface winds. Therefore, this section addresses the impact of surface roughness lengths varied by ocean waves on the interactions between Choi-wan and the ocean.

Figure 9. Same as Figure 6 except for (a) on 20 September and (b)–(d) at 84 h. A gray star indicates the location around 31.9°N, 144°E.

Figure 10. Horizontal distribution of a difference in (a) satellite SST (°C) and (b) simulated SST (°C) in experiment C6G1 between the initial time and 84 h.
Figures 15a and 15b depict the relation of 10 m wind speeds to surface roughness lengths and drag coefficients at 72 h in experiments TY1 (=C6G1), CH1, JA1, KO1, and SM1 (Table 2). Surface roughness lengths and drag coefficients monotonically increased as 10 m wind speeds increased in experiments CH1, JA1, SM1, and KO1 but not in experiment TY1. The values exponentially increased in experiment SM1 and were relatively high compared with those in experiments CH1, JA1, and KO1. This indicates that surface friction in experiment SM1 was strongest of all experiments. In experiment TY1, the values of surface roughness lengths and drag coefficients sharply decreased with increasing wind speed for 10 m wind speeds in excess of 25 m s\(^{-1}\). This sharp decrease in drag coefficients is consistent with the observational results of Powell et al. [2003] and indicates that wave steepness plays a crucial role in lowering surface roughness lengths and drag coefficients when surface winds are high. Simulated drag coefficients in experiment TY1 and enthalpy coefficients in all experiments (not shown) are reasonable with previous studies reported in the seventh WMO International Workshop on Tropical Cyclones (http://www.wmo.int/pages/prog/arep/wwrp/tmr/otherfileformats/documents/SF1b-PBlacknJHawkins.pdf).

The difference among surface roughness-length schemes directly affected central pressures simulated by the coupled model (Figure 15c) but had little effect on the track simulations (Figure 16). A difference in simulated central pressures among the five experiments began to appear at 45 h (Figure 15c). High values of drag coefficients led to high simulated central pressures, particularly in experiments TY1 and SM1 after 66 h. However, simulated central pressure in experiment SM1 was low during the intensification phase due to intensification of frictional inflow. In contrast, simulated central pressures tended to be low in experiments CH1, JA1, and KO1, which had lower drag coefficients.

By 19 September 2009, Choi-wan underwent extratropical transition and as a consequence the horizontal distribution of wind speeds became asymmetric, with higher wind speeds in the southeastern quadrants of the typhoon [see Bond et al., 2011, Figure 2]. The simulated surface wind speed in experiment TY1 had a wavenumber-1 pattern with high speeds only in the western quadrant (Figure 16a), whereas that in experiment SM1, with higher wind speeds in the southwestern quadrant, had a different asymmetry from that in experiment TY1 (Figure 16b). In fact, the asymmetric surface wind pattern in experiment SM1 is similar to that reported by Bond et al. [2011] even though high wind speeds appear in the southeastern quadrant. This study shows that a difference of surface roughness-length
scheme could change the asymmetry of surface wind pattern as well as the simulated central pressure.

[50] The time series plots of simulated sea-level pressure near 31.9°N, 144°E in the five experiments are shown in Figure 17a. A difference in simulated sea-level pressure defined by the deviation from the maximum to the minimum value among the five schemes was ~9.1 hPa at 66 h. At 66 h, the difference in simulated air temperature, SST, and SSS was ~0.78°C, ~0.07°C, and ~0.004 psu, respectively. The differences indicate that the impact of the different surface roughness-length schemes on SST and SSS seems to be much smaller than on sea-level pressure and air temperature, although the impact on SSS becomes large after the passage of Choi-wan (Figure 17e).

[51] Sensitivity numerical experiments indicate that a difference in DIC, $p\text{CO}_{2\text{ea}}$, and sea-air CO$_2$ flux between the five schemes was nearly 2.4 μmol kg$^{-1}$, 1.0 μatm, and 48.4 μmol m$^{-2}$, respectively. The difference of surface roughness lengths had a large impact on sea-air CO$_2$ flux, relatively large effect on $p\text{CO}_{2\text{ea}}$ but a small impact on DIC. Rather, the difference in $p\text{CO}_{2\text{ea}}$ between the schemes was a little smaller after the passage of the typhoon than that of $p\text{CO}_{2\text{ea}}$ between the location of the KEO-moored buoy and around 31.9°N, 144°E, caused by the difference of oceanic field. Nevertheless, this study presented here is the first work that shows changes in surface roughness lengths that affect the variation in $p\text{CO}_{2\text{ea}}$ to some extent during and after the passage of the typhoon.

[52] It should be noted that the effect on $p\text{CO}_{2\text{ea}}$ is relatively small compared with that on sea-air CO$_2$ flux. This is because the variation in $p\text{CO}_{2\text{ea}}$ is caused by both wind and vertical mixing effects during and after the storm [Lévy et

![Figure 13.](image-url) Same as Figure 5 except for the comparison of the vertical profiles at the KEO buoy with those at 31.9°N, 144°E.
al., 2012], whereas sea-air CO$_2$ flux during the storm is determined only by the wind effect.

4. Discussion

4.1. Oceanic Initial Conditions and the Oceanic Response to Choi-wan

The initial value of pCO$_{\text{sea}}^\text{CO}_2$ is calculated diagnostically using SST, SSS, DIC, and ALK in this study. The initial values of DIC and ALK are determined from water temperature, based on empirical formulas proposed by Wada et al. [2011b] formulated from historical research vessel observations around 30°N, 137°E. Therefore, an initial SST error can lead to that of simulated pCO$_{\text{sea}}^\text{CO}_2$. However, in addition to SST, subsurface water temperature, and salinity can also affect the simulation of pCO$_{\text{sea}}^\text{CO}_2$ through oceanic physical processes such as horizontal and vertical advection (including upwelling and near-inertial pumping) and vertical turbulent mixing. Compared with the initial water temperature and salinity at the buoy, SSS is ~0.3 high around 31.9°N, 144°E (Figure 13). It should be noted that the initial vertical profile of salinity in the multilayer ocean model could not capture high-salinity water in the thermocline at the buoy site as it has only three layers. SSS simulations throughout the entire integration are strongly influenced by the initial vertical profile of salinity.

[53] As shown in Figure 1, this study neglects the effect of biogeochemical pump on DIC because oceanic water of the Kuroshio Extension region is oligotrophic, and the integration time is only 4 days [Huang and Imberger, 2010]. In addition, we have not sufficiently investigated the impact of atmospheric aerosols on DIC and pCO$_{\text{sea}}^\text{CO}_2$ as a source.
Figure 16. Horizontal distributions of SST (shades) and simulated 10 m wind speeds (vectors) at 69 h in (a) experiment TY1 (=C6G1) and (b) experiment SM1.

Figure 17. Time series plots of (a) sea-level pressure, (b) air temperature, (c) SST, (d) surface $pCO_{sea}^{sea}$ and normalized $pCO_{sea}^{sea}$ to a temperature of 29°C, (e) SSS, and (f) sea-air CO$_2$ flux simulated in experiments TY1 (=C6G1), CH1, JA1, KO1, and SM1. The location of model ingredients is 31.9°N, 144°E.
(Figure 1). Moreover, this study used a multilayer ocean model as the oceanic component of the coupled model. The multilayer ocean model may be insufficient to simulate the oceanic response to the typhoon even though the model can simulate near-inertial currents behind the typhoon to some extent [Wada, 2002]. Bond et al. [2011] showed that these asymmetrical winds generated strong inertial oscillations that can lead to mixing and sea-surface cooling even on the west side of the track. In order to simulate the oceanic response to the typhoon more precisely, a 3-D ocean general circulation model should be coupled to the atmosphere-wave-ocean coupled model instead of the multilayer model. Recently, ocean ecosystem models coupled with the 3-D ocean general circulation model has been used for investigating sea-air CO2 flux [e.g., Huang and Imberger, 2010; Xiu and Chai, 2011; Lévy et al., 2012]. The development of the coupled model shown in Figure 1 will be a subject of a future study.

Horizontal distributions of water temperature and salinity also affect the variation in surface ocean pCO2 at the KEO-moored buoy through horizontal and vertical advection. As described in the previous section, simulated water at the buoy was originated in cold, low-salinity water, which was engendered by heavy rainfall and vertical turbulent mixing caused by passage of seasonal rain front before the passage of Choi-wan. In addition, simulated high-salinity and DIC water occurred around 31.9°N, 144°E, south of the KEO-moored buoy, resulting in relatively high pCO2. This suggests that an oceanic horizontal field given at the initial time may be more important for reproducing local variation in surface pCO2 at the KEO site by the coupled model than the initial vertical profiles of water temperature and salinity. We will conduct numerical experiments using more precise oceanic initial condition calculated by developed and more sophisticated assimilation method (e.g., 4-D variational estimation) or ensemble numerical simulations to evaluate the uncertainty. However, we also pay attention not only to the initial oceanic field but also to the variation in water temperature and salinity caused by ocean currents induced by passage of the typhoon.

This study does not consider the effects of chlorophyll a variations on SST, DIC, and pCO2 since the model is initialized with a climatological chlorophyll a created by Kawai and Wada [2011] and is assumed to be constant and vertically uniform during the entire integration time. The vertical profile of chlorophyll a is related to the computation of the penetration/absorption rate of solar radiation, which directly affects the vertical profile of water temperature in the upper ocean. Previous numerical studies [Huang and Imberger, 2010; Wada et al., 2011a] have shown that an increase in chlorophyll a due to the passage of a typhoon leads to a small increase in SST and pCO2 a few days after the passage of a typhoon. To properly investigate this effect, a 3-D data set of chlorophyll a would be needed.

4.2. Surface Roughness Length, Typhoon Intensity and Structure, and Surface pCO2

This study shows in section 3.2.3 that surface pCO2 during the passage of Choi-wan was sensitive to surface roughness length. In particular, resultant changes in the drag coefficient under high winds led to changes in coupled ocean-atmosphere processes within the inner core of simulated typhoon. The changes resulted in changes in surface wind speed and asymmetry of surface wind pattern and thereby led to changes in sea-level pressure and air temperature, all of which led to changes in sea-air CO2 flux during the simulated Choi-wan’s passage (Figures 17a, 17b, and 17f). Surface friction impacts on simulated SSS and pCO2 due to changes in evaporation, advection, and turbulent mixing appeared after the passage of the typhoon (Figures 17d and 17e). Thus, surface wind asymmetry affects the evaporation, advection, and vertical turbulent mixing during and after the passage of the typhoon.

The temporal increase in simulated DIC at 66 h around 31.9°N, 144°E (Figure 12a) does not appear to be caused by a rapid increase in sea-to-air latent heat flux. Because there is no gradual increase in analyzed DIC at the KEO buoy (Figure 12a) before the passage of Choi-wan, the effect of sea-to-air latent heat flux would have resulted in a large increase in DIC in the simulation by the coupled model. However, there is no increase in simulated DIC at the location of the KEO-moored buoy even though air temperature and SST are comparable between the two locations. A gradual increase in simulated DIC around 31.9°N, 144°E is not caused by sea-to-air latent heat flux.

The increases in simulated SSS and pCO2 (Figure 17) are sensitive to the change in surface winds due to the change in surface roughness lengths. This suggests that the increases in surface ocean DIC (Figure 12a) and associated pCO2 around 31.9°N, 144°E were caused by vertical turbulent mixing and horizontal and vertical advection induced by continuous strong winds in the simulation even after the passage of the typhoon. Because the translation speed of the simulated typhoon exceeded 9 m s\(^{-1}\) and the depth of the mixed layer was 30 m or deeper, the effect of upwelling induced by Choi-wan on simulated SSS, DIC, and pCO2 is considered to be smaller than that of the near-inertial currents and vertical turbulent mixing [e.g., Wada, 2002], in contrast to traditional upwelling regions such as Peruvian upwelling in the equatorial eastern Pacific [Ishii et al., 2004]. Because sea-surface cooling observed at the KEO buoy was ~1°C, which was smaller than that simulated by the coupled model, horizontal advection including typhoon-induced near-inertial currents likely played a crucial role in the increase in simulated pCO2 after the passage of the typhoon. If near-inertial currents were simulated more realistically, it would contribute to the variation in pCO2 shorter than a half day, corresponding to a half period for near-inertial oscillations. However, as described in section 4.1, errors associated with imperfect oceanic initial fields would still remain.

In summary, surface pCO2 changes during the passage of a typhoon are difficult to simulate, even with a sophisticated atmosphere-wave-ocean coupled model, as they require better representation of 3-D oceanic and atmospheric physics, inclusion of atmospheric chemical and oceanic biological processes, and precise initial conditions and atmospheric forcing with a proper surface roughness-length scheme (Figure 1). Direct observations of the pCO2 and pCO2 during and after the typhoon are critical for validating the numerical simulations and for better understanding these processes.
5. Concluding Remarks

[61] On 19 September 2009, the eye of Typhoon Choi-wan (International designation 0914) passed ~40 km to the southeast of the KEO surface mooring, located at 32.3°N, 144.5°E. This study addresses typhoon-ocean interactions at the KEO buoy with regard to Choi-wan's wake, the response of partial pressure of surface ocean CO2 (pCO$_{2\text{atm}}$) to Choi-wan, the impact of the oceanic response to Choi-wan on the intensity and surface wind asymmetry of Choi-wan, and roles of an oceanic field given at the initial time in the Choi-wan’s simulations. This study was motivated by the observed rapid variation in the sea minus atmosphere partial pressure of CO2 ($\Delta$pCO$_{{2\text{atm}}}$) observed by the KEO mooring during the passage of Choi-wan [Bond et al., 2011].

[62] An atmosphere-wave-ocean coupled model [Wada et al., 2010] incorporating an oceanic carbon equilibrium scheme developed by Wada et al. [2011a] was used to investigate these interactions. The horizontal resolution of the coupled model is 6 km, and no cumulus parameterization is used in the series of numerical experiments. The initial time of numerical simulation is 0000 UTC on 17 September 2009, corresponding to the mature phase of Choi-wan. The atmospheric initial condition is provided from the JMA six hourly global objective analysis data with a horizontal resolution of 20 km. Oceanic initial and boundary conditions are derived from the MOVE system, forced with daily oceanic reanalyses. In order to investigate the impact of the horizontal resolution, two initialization fields are created: one with a large scale grid with 0.5° resolution and one with a regional scale grid with 0.1° resolution [Usui et al., 2006].

[63] First of all, the track simulation is reasonably close to the best track although the translation speed of ~10.5 m s$^{-1}$ is ~3 m s$^{-1}$ slower than that of the best track (~13.8 m s$^{-1}$) when the typhoon passes near the buoy at 1800 UTC on 18 September. Sea-surface cooling induced by Choi-wan helps weaken Choi-wan’s intensity. As a consequence, the evolution of sea-level pressure observed at the KEO-moored buoy compares better in the simulated-typhoon reference frame with that of a grid point to the southwest at 31.9°N, 144°E, which is northwest of the simulated-typhoon eye at 66 h. In situ observations show CO2 outgassing during the passage of Choi-wan. Approximately 60% of $\Delta$pCO$_2$ reported by Bond et al. [2011] is explained by a rapid increase of surface ocean pCO$_{2\text{atm}}$ during the typhoon passage, and 40% is explained by a rapid decrease of pCO$_{2\text{atm}}$.

[64] The numerical simulations also show that changes in near-inertial currents and vertical turbulent mixing due to a slow translation speed, excessive intensity of simulated typhoon, and the resultant simulated oceanic field including the oceanic response to simulated stagnant seasonal rain front lead to excessive low simulated SST, salinity, and DIC at the KEO buoy site and thereby an excessive decrease in pCO$_{2\text{atm}}$ after the passage of the typhoon. We investigate the effect of the physical and carbonic ocean response to Choi-wan on an increase in surface pCO$_{2\text{atm}}$ after the passage of the typhoon. At the grid point at 31.9°N, 144°E in the simulated-typhoon reference frame, this study roughly simulates an increase in pCO$_{2\text{atm}}$, but the value (~9.6 μatm) corresponds to only roughly 20% of the $\Delta$pCO$_2$ change, one third of the increase in observed pCO$_{2\text{atm}}$. The present study is the first to show that not only SST but also high salinity and DIC caused by vertical turbulent mixing and near-inertial currents are important in simulating surface pCO$_{2}$ variation.

[65] This study also reveals that a change of surface roughness-length scheme directly affects the simulated sea-level pressure, air temperature, and sea-air CO2 flux at the location of the KEO buoy during the passage of Choi-wan and has an effect on the variations in SSS after the passage of the typhoon and pCO$_{2\text{atm}}$ during and after the passage of the typhoon. The change of surface roughness-length scheme also affects the surface wind asymmetry but has little effect on sea-surface cooling induced by Choi-wan. Strong surface friction plays a role in intensification of Choi-wan, while it enables weakening of the typhoon during the mature phase. Therefore, the effect of a change of surface roughness-length scheme on pCO$_{2\text{atm}}$ may differ depending on the phase of the typhoon.

[66] While the coupled atmosphere-ocean-wave model with atmospheric chemical and biogeochemical component is ideal for studying the interdisciplinary nature of a typhoon, the added complexity, and particularly the uncertainties associated with the various elements, is challenging. Having high-resolution in situ observations from the KEO buoy was critical for validating and interpreting the results of the simulations. We hope that this study will contribute to the development of more sophisticated coupled model and multidisciplinary research.
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