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Modeling the coastal Gulf of Alaska (CGOA) is complicated by the highly diverse physical and biological
features influencing productivity and energy flow through the region. The GOA consists of the offshore
oceanic environment, characterized by iron limitation, high-nutrients and low-chlorophyll. The coastal

Keywords: environment is consistently downwelling, with high iron levels from glacial melt water and runoff, but
Biophysical model lower concentrations of macronutrients, and with a spring bloom, nutrient depletion cycle
NPZ model (low-nutrient, high-chlorophyll). Cross-shelf movement of water masses mixes coastal and oceanic
Gulf of Alaska ecosystem elements.

ROMS model

Simulations and field data indicate that the minimum model complexity necessary to characterize
lower trophic-level production and biomass in the offshore and coastal regions includes 10 boxes: iron,
nitrate, ammonium, small phytoplankton, large phytoplankton, small microzooplankton, large
microzooplankton, small copepods, large oceanic copepods and detritus, with copepod mortality as a
model closure term. We present the model structure, equations required (and initial parameters used)
to simulate onshore and offshore lower trophic-level production in the Gulf of Alaska, along with the
information from field data and simulations used to construct the model. We show the results of
simulations with and without iron, and with and without two size classes of phytoplankton. These
simulations indicate that our method of inclusion of iron works well to distinguish the coastal and the
oceanic ecosystems, and that the inclusion of two size categories of phytoplankton is also necessary to
generate the differences between these two ecosystems.

Ocean ecosystems
Iron

Published by Elsevier Ltd.

1. Introduction

GLOBEC (GLOBal Ocean ECosystems Dynamics) is an interna-
tional research effort aimed at understanding how climate change
and variability will affect the structure and dynamics of marine
ecosystems (Fogarty and Powell, 2002). As part of this research
effort, US GLOBEC has identified three regions of interest in the
US, one of which is the coastal Gulf of Alaska (CGOA) (Fig. 1,
Weingartner et al., 2002). It is expected that global climate change
will impact the CGOA by altering freshwater runoff patterns and
the intensity and frequency of storms, thus altering the magnitude
and frequency of eddies, cross-shelf transport, buoyancy flow and
stratification. Changes in physical conditions are predicted to
alter the distribution, timing and intensity of phytoplankton
production, which in turn will propagate through the food web to
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apex consumers (Fogarty and Powell, 2002). In an attempt to
better understand the potential long-term impacts of climate on
the CGOA ecosystem, GLOBEC supported a series of field studies
starting in 1997 and extending through 2004 (Weingartner et al.,
2002). As part of the research effort, an nutrient, phytoplankton,
zooplankton (NPZ) model was developed to simulate the
quantitative relationships between the physical and biological
observations as expressed in the model equations, and to explore
the relationships between historical and potential changes in the
physical environment and lower trophic-level production. The
NPZ model is embedded in a three-dimensional physical model to
simulate biological production in time and space along the CGOA.
In the following paper, we describe the NPZ model structure and
its response to large-scale physical-chemical features in the North
Pacific gyre and adjacent CGOA.

To accurately simulate conditions on the GOA shelf, the
physical model must reproduce the major cross-shelf and
alongshore current systems and eddies, in addition to water
column stability. The NPZ model must be embedded in the
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Fig. 1. Gulf of Alaska, showing major current systems. Ocean station P (50°N, 145°W) can be seen at the bottom of the figure.

physical model to simulate the biological response to the physical
forcing at each location on and off the shelf. The NPZ model must
be complex enough to capture the biological dynamics, but not
unnecessarily complex because greater complexity requires larger
numbers of parameters (Denman, 2003), greater amounts of
computer time and larger storage capacity for model output. In
the case of the CGOA, the NPZ model must be able to simulate the
high-nutrient, low-chlorophyll (HNLC) environment in the basin
and the low-nutrient, high-chlorophyll environment on the shelf
(Childers et al., 2005).

The North Pacific basin, as a HNLC region, is characterized by
high levels of nitrate throughout the year, and low levels of
chlorophyll and no noticeable blooms (Strom et al., 2000).
When it was first discovered that the basin ecosystem
violates the classic seasonal cycle (Sverdrup, 1953) it was assumed
that this ecosystem was controlled by top-down control in the
form of mesozooplankton grazing (“The Major Grazer
Hypothesis”, Miller, 1993). The assumption was that the meso-
zooplankton (for the most part Neocalanus spp.) grazed the
phytoplankton faster than they could grow, so nutrients were
never exhausted and phytoplankton concentrations remained
constant, resulting in the observed HNLC condition. This system
could be described by a simple three-box conceptual model
with energy flow from nutrients to phytoplankton to the
mesozooplankton.

In the 1980s, it was determined that Neocalanus spp. were
feeding primarily on microzooplankton (Dagg and Walser, 1987)
and their grazing capacity was too low by an order of magnitude
to graze the phytoplankton to observed levels (Dagg, 1993). It was
then hypothesized that phytoplankton were controlled by micro-
zooplankton, which in turn were consumed by mesozooplankton.
Phytoplankton at Station P in the oceanic GOA were shown to be
growing at high rates (Booth et al., 1988; Welschmeyer et al.,
1993); however, it was also demonstrated that the biomass and
growth rates of several groups of microzooplankton were capable
of controlling this production (Banse, 1982; Fenchel, 1982;
Goldman and Caron, 1985; Booth, 1987). Moreover, due to the

permanent halocline in this region, this relationship is not broken
down by winter mixing (“The Mixing and Micrograzer Hypoth-
esis”, Miller, 1993). Top-down control was still assumed, but now
the system was described by a quasi-four-box model (nutrients,
phytoplankton, herbivorous microzooplankton whose numbers
are controlled by mesozooplankton predation, as illustrated by
Frost (1993). Phytoplankton in the GOA can be largely divided into
two size groups: small phytoplankton consisting of cyanobacteria,
picoeukaryotes and nanoplankton, and large phytoplankton,
consisting primarily of diatoms (E. Lessard et al., pers. commun.).
Small phytoplankton form the dominant biomass across the shelf
during most of the later part of the production season and are
dominant at all times in the open basin. The Frost model
described the annual cycle of production at Ocean Station P, and
confirmed that the small-celled phytoplankton species dominant
there could be held in check by microzooplankton grazers,
however, this model could not account for differences in the
production cycle in coastal waters (where the spring bloom
largely consists of large-celled phytoplankton species, mainly
diatoms) relative to the basin water (Ladd et al., 2005; Whitney
et al., 2005).

The now widely known ‘Iron Hypothesis’ and the idea that iron
may be limiting was first proposed by Martin and Fitzwater
(1988). This hypothesis maintains that in HNLC regions the
standing crop of phytoplankton is low and the net growth rate
is near zero due to an inadequate supply of the micronutrient, iron
to support an increase in phytoplankton biomass. If grazing was
relaxed the standing crop would change a little, but if more iron
was supplied the standing crop of phytoplankton would increase
and nitrate would be depleted despite grazing. Several phyto-
plankton metabolic processes require iron (Wells et al., 1995). For
example iron-containing proteins are essential for photosynthetic
and respiratory electron transport; iron is also directly involved in
the formation of nitrate reductase (Morel et al., 1991), the enzyme
that phytoplankton use to reduce nitrate and nitrite. Iron
requirements and strategies for iron acquisition differ between
phytoplankton species. Temporal and spatial variations in iron
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supply can therefore influence the phytoplankton biomass,
production rates, size structure of the phytoplankton assemblage,
species composition within size fractions, trophic dynamics and
thus export production (Wells et al., 1995).

The discovery of iron depletion in the GOA basin waters
(Martin and Fitzwater, 1988) led to a paradigm shift away from the
idea of top-down control of phytoplankton production to one of
bottom-up control by iron limitation on the growth of large cells
in the basin (along with microzooplankton grazing control of
small cells). Since large phytoplankton are unable to grow under
iron-depleted conditions, the large phytoplankton typical of
spring bloom conditions are confined mainly to coastal regions,
where sufficient iron is injected with the freshwater runoff from
rivers and streams, and small phytoplankton, whose growth rates
are less affected by iron, are dominant in iron-depleted oceanic
regions. To model both the oceanic and the coastal systems using
a single comprehensive model, our conceptual model must now
expand from a four-component top-down structure to a seven-
box bottom-up structure consisting of small phytoplankton, large
phytoplankton, microzooplankton and mesozooplankton with
three additional boxes for both nitrate and ammonium (due to
differential utilization by the different size categories of phyto-
plankton), and iron.

The GOA microzooplankton component was found to consist of
two size categories, large and small, with the small microzoo-
plankton grazing on the small phytoplankton and the large
microzooplankton grazing mainly on the large phytoplankton
(Strom et al, 2006, 2007). In addition, mesozooplankton
comprise both large oceanic copepods such as Neocalanus spp.,
which occur in the upper mixed layer primarily in spring, and
smaller neritic species such as Pseudocalanus spp., which occur
throughout the summer (Coyle and Pinchuk, 2003, 2005). With
the addition of these components and a detritus box to represent
the particulate organic carbon resulting from grazing and
mortality of the plankton, the model must now expand to 10
boxes. This 10-box model is the simplest conceptualization
required to capture the major dynamics of the GOA ecosystem.
In this paper we provide a description of the model with
model equations, and present its response with and without iron
to illustrate the basic model structure required to simulate
both the HNLC and coastal environments. It should be noted that
the parameters used here are preliminary. A complete description
of model parameterization and validation will be published
shortly (Coyle, K. University of Alaska, Fairbanks, Unpublished
Data).

1.1. Site description

The northern GOA has a rugged mountainous coast with
numerous bays, inlets and fjords. The shelf width varies, with a
maximum of about 200km and bottom depths exceed 150 m
across much of the shelf. The bottom topography includes
submarine canyons, ridges and submerged fjords. CGOA shelf
waters are characterized by two major currents, the Alaska
Current/Alaskan Stream, which flows northward/westward at or
near the shelf break (Reed, 1984), and the Alaska Coastal Current,
a buoyancy-driven northward/westward current within 20-50 km
of shore (Fig. 1; Royer, 1982; Roach and Schumacher, 1986;
Stabeno et al., 1995; Weingartner et al., 2005). Instabilities of the
main currents, along with the rugged topography and strong
semidiurnal tides generate numerous eddies and meanders that
result in substantial cross-shelf transport of water masses (Ladd
et al., 2005), and influence production as well as the distribution
of nutrients and the species composition and distribution of
phytoplankton and zooplankton along the shelf.

2. Methods
2.1. Physical model

To examine biophysical processes underlying productivity in
the coastal GOA and the effects of climate change, a
10-compartment lower trophic-level ecosystem model (Fig. 2)
was embedded in a three-dimensional regional ocean circula-
tion model (Regional Ocean Modeling System or ROMS; Haidvogel
et al., 2000). Details of the ROMS model can be found in Haidvogel
et al. (2000), Moore et al. (2004) and Shchepetkin and
McWilliams (2005), and on the ROMS web site (http://www.
ocean-modeling.org/index.php?page=models&model=ROMS).

The ROMS ocean circulation model, as implemented for the
North Pacific, consists of a series of nested grids of increasing
resolution, each of which supplies initial and boundary conditions
for the next finest grid (Fig. 3, Curchitser et al., 2005). The grid
domains include the North Pacific (NPac) at 20-40 km resolution,
the Northeast Pacific (NEP) at 10 km resolution, and the Coastal
Gulf of Alaska (CGOA) at 3 km resolution. One-way nesting of the
models has been implemented using a hybrid of nudging and
radiation approaches (Marchesiello et al., 2001). The ocean
boundaries of the CGOA domain are open, which allows entry
and exit of the Alaskan Stream to and from the NEP domain. The
CGOA grid has 30 vertical (sigma) levels that are concentrated
near the surface. The grid’s surface layer is ~0.3m in the
shallowest areas (10 m deep), and ~15 m over the basin (6000 m
deep). Fig. 4 shows the relationship of sigma levels to depth across
the Seward Line (Fig. 5). Bathymetry was derived from ETOPO5
and finer-scale bathymetric data. Dobbins et al. (2009) have
shown that the ROMS model implemented in this region
generates realistic cross-shelf water mass structure on the
Seward shelf, and the seasonal cycle of vertical structure. They
also show that the currents and tracer fields, and the resolution of
the Alaska Coastal Current compare well with data.

Large Copepods
Small Copepods

Small [ __ _ \___ N Large
Microzooplankton Microzooplankton
Small Large
Phytoplankton Phytoplankton
| Nitrate | | Ammonium | | Iron |

Detritus

Mortality Higher
Order Predation,
Egestion

Excretion from
all Zooplankton

Fig. 2. Schematic representation of the GOANPZ ecosystem model. Black arrows
indicate the direction of material flux. Dashed line indicates grazing by MZL on
MZS, which was included in the 1D simulations only.
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Fig. 3. Nested grids used in the ROMS model system. The NPac grid, outlined in red, has 20-40 km horizontal resolution. The NEP grid, outlined in light green, has 10 km
horizontal resolution. The CGOA grid, the northernmost of the two grids outlined in light blue, has a horizontal resolution of 3 km. The GOANPZ model has been run on the

NEP and the CGOA grids.
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Fig. 4. Relationship between sigma levels in ROMS CGOA grid and depth in meters across the Seward Line (with the coastline on the left and the basin on the right). There
are 30 sigma levels, which are compressed in shallower areas and stretched in deeper regions.

2.2. Biological model

The Gulf of Alaska nutrient-phytoplankton-zooplankton
(hereafter, GOANPZ; Fig. 2) biological model contains the follow-
ing state variables: nitrate, ammonium, iron, detritus, small
phytoplankton (<20pm), large phytoplankton (>20pum, dia-
toms), small microzooplankton (heterotrophic nanoflagellates,
ciliates and medium dinoflagellates), large microzooplankton
(large heterotrophic dinoflagellates), small coastal copepods
(represented by Pseudocalanus spp.), and large oceanic copepods
(represented by Neocalanus spp.). Silicate is not included in the

model at this time as nutrient data indicate that it is not limiting
diatom production on the shelf (T. Whitledge, UAF, Anchorage,
pers. comm.). Biological model state equations are shown in
Appendix 1.

Iron was included in our NPZ model, due to iron limitation in
the Alaska Gyre and its potential influence on the outer shelf and
shelf break regions of the GOA. Observed iron uptake follows
Michaelis—Menten kinetics (Harrison and Morel, 1986) and iron
limitation has been found to reduce the concentration of reaction
centers in the phytoplankton cells; iron-limited cells therefore
will become light limited at lower irradiance (Greene et al., 1991).
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Fig. 5. Location of stations GAK 1-GAK 13 along the Seward Line on the northern
Gulf of Alaska shelf.

Methods for simulating the influence of iron on the phytoplankton
community vary widely, from very simple to relatively complex
(Denman and Pefia, 1999; Leonard et al., 1999; Chai et al., 2000;
Lancelot et al., 2000; Moore et al., 2002a,b). Our model uses an
intermediately complex iron regulation scheme similar to that of
Fennel et al. (2003), which includes a Michaelis-Menten response
of maximum photosynthetic rate to iron-deficiency, with photo-
synthetic efficiency increasing proportionally to the iron supply
and a saturation region. Iron is not followed throughout the entire
ecosystem. Iron levels are decreased proportional to small and
large phytoplankton uptake, and then nudged back to the
climatology, with a nudging time-scale of 30 days.

As is commonly practiced, uptake of nitrogenous nutrients
follows Michaelis-Menten or Monod (1942) kinetics. We included
an ammonium inhibition function in the equation that describes
the growth of phytoplankton. This response reflects the fact that
in the presence of ammonium, the uptake of nitrate is reduced
(Wroblewski, 1977). Nitrate uptake by small (to a lesser extent)
and large (to a greater extent) phytoplankton is also limited by
iron. The excretion by grazers goes to ammonium, while the
egested fraction goes to detritus, which is then degraded into
ammonium.

Grazing by zooplankton is also modeled with a Michaelis-
Menten (Ivlev, 1961; Frost, 1987) or Holling Type II functional
response (Spain, 1982), modified by a Q10 factor for temperature.
Prey are grazed proportionate to their abundance, modified by a
feeding preference factor (fpX). Small microzooplankton were
only able to graze on small phytoplankton, and large micro-

zooplankton were able to graze on large phytoplankton alone in
the 3D model, and large phytoplankton and small microzooplank-
ton in the 1D model (see below). Small coastal copepods and large
oceanic copepods could ingest large phytoplankton and both sizes
of microzooplankton. Small and large phytoplankton, and small
and large microzooplankton are subject to linear mortality
(senescence) and sinking terms. Mesozooplankton experience
linear and quadratic mortality in the 3D model and quadratic
mortality alone in the 1D model. The mesozooplankton mortality
factors serve as the model closure terms. Mortality of all boxes
adds to the detritus term.

Subequations for processes such as maximum photosynthetic
rate, photosynthetically available radiation (PAR), sinking rate of
phytoplankton and detritus, and mortality of phytoplankton are
shown in Appendix 2. Daily incident solar radiation at the surface
is calculated as the incoming solar radiation times the density and
the specific heat of seawater and a conversion factor from
watts m~2 to Einsteinsm—2d~", using the algorithm of Thimijan
and Heins (1983). Irradiance at depth z is computed using the
extinction coefficient of seawater in a coastal region and that of
phytoplankton in the water column. Photosynthetically available
radiation at depth (PAR;) is considered to equal the irradiance at
depth times 0.5, as clouds are already accounted for in the daily
incident solar radiation used (Frost 1987, 1993). The maximum
photosynthetic rate (Ppq) is computed using a doubling rate,
which is a function of temperature. The sinking rates for small and
large phytoplankton and detritus are computed as additional
vertical velocities. Diapause of Neocalanus spp. is simulated using
estimated beginning and end dates of upward movement (Day of
Year (DQOY) 0, DOY 60) and downward movement (DOY 156, DOY
216) as an added sinking (downward movement) or inverse
sinking (rising) rate. Large oceanic copepods in the model are not
subject to vertical mixing, as it is assumed that the length scales
associated with their swimming is greater than those associated
with vertical mixing. The linear mortality of phytoplankton is
computed as a function of a critical nitrate concentration.

Parameter values for the NPZ model are shown in Appendix 3.
As noted in Section 1, these parameter values are preliminary,
derived from the literature, and some initial tuning and
optimization, and should not be considered final. Validated model
parameters will be presented in a following manuscript (Coyle, K.
University of Alaska, Fairbanks, Unpublished Data).

The GOANPZ model runs from DOY 60 to DOY 270 (early
March-late September) and has a time step of 0.01 d. The currency
of the model is carbon (mgm~3), and carbon is converted to
nitrogen (mmolm™3) in the nitrate and ammonium equations
with a fixed conversion rate. The carbon to chlorophyll ratio was
set to a constant (Frost, 1993). The biological fields are advected
and diffused by the physical dynamics, as is usual in biophysical
models (see Franks and Chen, 2001, Eq. (5)).

2.3. Three-dimensional model runs

The three-dimensional GOANPZ simulations described in this
paper were produced by running ROMS with the embedded
biological component on the 10 km NEP grid and the 3 km CGOA
grid. Initial and boundary conditions for the biological variables
were estimated using vertical profiles of observational data
collected by the GLOBEC NEP LTOP Program on the Seward Line
(Fig. 5) (http://www.ims.uaf.edu/GLOBEC/). These biological
boundary conditions were constant throughout the model
simulation, but due to the large geographical extent of both grids
relative to the size of the GLOBEC LTOP study area, and the fast
generation time of model components, boundary conditions do
not appreciably affect model dynamics in the study region.
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Ammonium was set to a very low initial value. Initial conditions
for small phytoplankton were set to 95% of the total phytoplank-
ton from the GLOBEC data, and those for large phytoplankton to
5% of the total, as size-fractionated biomasses were not available
when this modeling was initiated. Detritus was initially set to zero
at all depths. As iron was not measured as part of the GLOBEC
LTOP program, where included, iron was initialized to a simple
field derived from data collected by the VERTEX program (Martin
et al., 1989). Iron climatology is set to 2.0 pmol/m> everywhere on
the shelf, and 0.05-0.6 pumol/m? offshore (Fey, Fig. 6). In our 3D
experiments with iron, the iron field was nudged back to this
original field with a time-scale equal to 30 days. This nudging
serves primarily as a primitive source/sink term, which makes up
for our lack of detailed knowledge regarding the dynamics of iron
in this system. Note, however, that advection and diffusion of iron
(both horizontal and vertical), and uptake by phytoplankton, are
explicitly calculated in the dynamical model.

Two fully 3D runs of ROMS using the NEP and CGOA grids are
relevant to this paper. The purpose of these runs was to illustrate
the influence of iron limitation in the GOANPZ model. The first
NEP simulation ran from 12/3/2000 to 11/23/2002. It was
initialized with temperature, salinity, sea-surface height, and
velocity from the 1996 to 2003 hindcast run of NEP described in
Hermann et al. (2009). Its boundary conditions were derived from
the larger NPac grid forced with NCEP atmospheric variables
(Curchitser et al., 2005). Forcing was as is described in Hermann
et al. (2009). Tides were not included in these simulations. The
model was run twice: once with iron limitation (and nudging to
iron climatology), and once with no iron limitation. Results were
saved as daily averages. The second simulation, using the CGOA
grid, was run for the period December 2000-2002, and details of
this run may be found in Hermann et al. (2009). The modeled
distribution of chlorophyll from the CGOA run for 2001 was
averaged over the top 10m and was compared with satellite
monthly mean chlorophyll images.

2.4. One-dimensional model runs

Running the biological and physical model in the fully 3D grids
requires large amounts of computer time. Therefore, we devel-
oped a quasi-1D (hereafter referred to as “1D”) grid for use with

2525

diagnotics and testing. These 1D runs each have 30 vertical levels,
stretched vertically in the same manner as for the 3D grids.

The 1D grid can be configured to represent any location in the
3D grid; bottom depth, latitude, and other qualities are appro-
priate to the desired location. Daily averaged physical fields
(temperature, salinity, sea-surface height, and vertical eddy
diffusivity) from a previously completed 3D simulation of the
CGOA grid (described in Dobbins et al., 2009) were interpolated to
selected Seward Line stations, and were input to each of the 1D
models. This allowed biology in the 1D model to experience
physical effects simulated by the fully 3D run, which included the
cross-shelf advection of freshwater input at the coast and its
strong impact on vertical mixing. A regional atmospheric model
(MMS5, see Dobbins et al., 2009) was used for surface forcing of the
3D model; vertical diffusivity was computed from the input
physical fields using the KPP mixing algorithm (Large et al., 1994).
Shortwave radiation from MM5 was used for light limitation
terms in the 1D case.

To analyze fluxes and model structure, the 1D model was run
once with iron limitation and once without iron limitation at each
of the Seward Line stations (Fig. 5). We repeated these runs with
the ecosystem model configured for one phytoplankton size class
(parameterized as small or large cells) and with the ecosystem
model configured with both large and small phytoplankton.
Transect plots of model results along the Seward Line were
obtained by compositing these simulations at all Seward Line
(GAK) stations.

The version of the NPZ model used for the 3D and 1D
experiments differed slightly due to further model development
and tuning of parameters between the time the 3D and the 1D
models were done (however, as noted above, both sets are still
preliminary) For the 1D sensitivity experiments where iron
limitation and phytoplankton size classes were manipulated, the
values of the initial conditions for ammonium, both phytoplank-
ton, both sizes of microzooplankton, and small and large copepods
were all lowered. Predation (nonlinear) closure terms for the
microzooplankton boxes, similar in form to that of copepods, was
added. All linear mortality functions were dropped for zooplank-
ton, so that predation was the only source of mortality for these
groups. Small microzooplankton were added to the diet of large
microzooplankton, based on observations from the LTOP program
(E. Lessard, Univ. WA, Seattle, pers. comm.).
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Fig. 6. Iron climatology (along the Seward Line) used in 3D simulations that included iron limitation. Contours are iron concentration (pmol m—3).



2526 S. Hinckley et al. / Deep-Sea Research Il 56 (2009) 2520-2536

Nitrogen fluxes between the biological state variables were
tracked in the 1D model with the original structure and
parameterization, as a cumulative sum of the concentration of
nitrogen exchanged between each pair of state variables
at all depths. This cumulative sum consisted of the uptake terms
in the state equations for each variable. Units of flux were
mmolNOm>3d~’. The cumulative sums were scaled relative to
the maximum sum at the end of the run. The result represents a
non-dimensional measure of the relative importance of each flux
in a time-averaged sense for the entire run.

3. Results
3.1. Fluxes

Nitrogen fluxes (Fig. 7) were derived from the 1D model
without iron, applied to the nearshore end (GAK 1), and the
oceanic end (GAK 13) of the Seward Line. The simulation of the
offshore station was repeated with the addition of the iron state
variable and the associated iron limitation on phytoplankton
growth. In the onshore areas most of the nitrogen flux was from
nitrate through large phytoplankton to small copepods, with some
of the large phytoplankton growth also associated with
ammonium (Fig. 7A). Since GAK1 is an iron-replete region,
nitrogen fluxes were not influenced by iron limitation in these
simulations. Relatively small fluxes of nitrogen went through the
microzooplankton compartment. Significant amounts of nitrogen
flowed from the phytoplankton boxes to detritus. In the offshore
area, with no iron limitation, the nitrogen flux was also mostly
through large phytoplankton to copepods (Fig. 7B), similar to the
flux in the coastal region. When iron limitation on the growth of
phytoplankton was implemented in the 1D model of oceanic
waters, the largest part of the flux went from nitrate through

phytoplankton compartment still occurred in the simulation, as
the offshore end of the Seward Line is often influenced by both
oceanic and coastal regimes. Excess production of both large and
small phytoplankton was transferred directly to detritus.

3.2. One-dimensional simulations of the Seward Line

A combination of large and small phytoplankton and iron
limitation was required to simulate appreciable nitrate depletion
over the shelf region while maintaining high-nitrate levels in the
offshore region. Fig. 8 shows the cross-shelf nitrate concentrations
along the Seward line simulated by applying the 1D model, with
and without the iron state variable and iron limitation algorithms
of phytoplankton growth in the state variable equations, and with
and without large phytoplankton, to each of the Seward Line GAK
stations. In the absence of large phytoplankton and iron limitation
there is only a very weak draw down of nitrate across the shelf.
Addition of large phytoplankton to the model resulted in a more
significant depletion of nitrate across the shelf; too much nitrate
drawdown occurred offshore when Fe limitation was not
considered (Fig. 8, lower right panel).

Seasonal simulations, with and without iron, using only small
phytoplankton produced very similar cross-shelf distributions of
phytoplankton concentration (Fig. 9, left). Similar simulations
with the addition of large phytoplankton produced elevated
phytoplankton concentrations on the shelf during spring and
early summer (Fig. 9, right). Implementation of iron limitation
was required to suppress the phytoplankton biomass off the shelf.
A comparison of these plots suggests that the inclusion of the two
phytoplankton size classes, with different functional responses,
has a stronger effect than the iron limitation factor.

Total phytoplankton concentration simulated by the 1D model
in both the nearshore region (Fig. 10A) and at the offshore station

small phytoplankton to small microzooplankton (Fig. 7C). (Fig. 10B) with and without iron limitation over the period
Nevertheless, a moderate flux of nitrogen to the Ilarge March-September was examined. These results again indicate
(A) (B) ©
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Fig. 7. Cumulative nitrate fluxes between compartments of the 1D model run at A. GAK 1 (nearshore), B. GAK 13 (offshore) without iron limitation, and C. GAK 13 with iron
limitation. Symbols: DET = detritus, NH = ammonium, PHL = large phytoplankton, PHS = small phytoplankton, NO = nitrate, MZS = small microzooplankton, COP = small
(neritic) copepods. Units of flux are mmol NO m~2d~". For clarity, arrows for fluxes with values less than 0.5 are not shown. Note that there were no fluxes greater than 0.5

into or out of MZL, so this compartment was not shown.
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Fig. 9. Hovmuller plot of cross-shelf total phytoplankton concentrations (mgCm~>), averaged over the top 10m for March-September from the 1D simulations at each
station on the Seward Line: small phytoplankton with iron limitation (upper left), without iron limitation (lower left); small and large phytoplankton with iron limitation
(upper right), without iron limitation (lower right). White dashed line represents the shelf break.

that offshore iron limitation has a small effect on phytoplankton offshore suppresses growth of large phytoplankton, but has little
concentrations if only small phytoplankton are simulated. If both effect on the growth of small phytoplankton. In the nearshore
large and small phytoplankton are simulated, iron limitation region, implementation of iron limitation did not have a
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significant impact on the seasonal evolution of phytoplankton
biomass (as this is an iron-rich region where the biomass is often
dominated by large phytoplankton).

These results suggest that as currently parameterized, success-
ful simulation of HNLC conditions offshore and low-nutrient,
high-chlorophyll conditions onshore during summer requires the

incorporation of two phytoplankton size classes with iron
limitation. Both of these factors were necessary to produce the
correct cross-shelf distribution of nitrate. Generally we observed
that for the offshore region, the iron limitation term had a larger
impact on the nitrate, while the multiple size classes have a larger
impact on the total chlorophyll.
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3.3. Three-dimensional simulations of Gulf of Alaska

Three-dimensional simulations of the Gulf of Alaska without
iron limitation resulted in nitrate exhaustion in the upper
boundary layer over the entire grid (Fig. 11A) by early July. With
iron limitation implemented, the model was able to simulate the
high-nitrate condition in the offshore waters and low nitrate
condition on the shelf following the spring bloom (Fig. 11B).
Integrated chlorophyll in the upper mixed layer was high over the
entire grid in the simulation without iron limitation (Fig. 11C) but
was confined to coastal regions in the simulation with iron
limitation (Fig. 11D). The model with large and small
phytoplankton and iron limitation was therefore able to
simulate a low-nutrient, high-chlorophyll condition for coastal
waters in summer, but a high-nutrient, low-chlorophyll condition
for oceanic waters.

The simulated distribution of chlorophyll over the Gulf of
Alaska region compares favorably to SeaWiFS satellite images
(Fig. 12) capturing the general overall trend in chlorophyll
concentration during the spring and early summer. Later in the
summer, the SeaWiFS images indicate substantially higher levels
of chlorophyll in the inshore region than the model simulation.

4. Discussion

Although we detected discrepancies between the model results
and the chlorophyll data, such discrepancies between SeaWiFS
and model simulations are to be expected. SeaWiFS tends to
provide higher estimates of chlorophyll than fluorometric analysis
of discrete shipboard samples (Pegau and Potter, 2004). A well-
known problem with SeaWiFS data, particularly in the nearshore
region, is its inability to distinguish between turbidity and
chlorophyll given that it only sees ocean color. Additionally the
depth of the water column that is ‘integrated’ in a SeaWiFS image
is highly dependant on the clarity of the water. Along the Gulf of
Alaska coast there are numerous point sources of river input, the

largest being the Copper River. The influx of sediment and glacial
flour along the coast is likely to lead to an overestimate of
chlorophyll in the nearshore region in SeaWiFS data. In the open
ocean the compounding effect of sediment is less of a problem,
but due to the greater clarity of the water, it is possible that the
SeaWiFS data for this region represents chlorophyll integrated
over depths greater than the 10 m used to average the model data.

Although it is possible that the satellite estimates of chlor-
ophyll are high, it is also possible that the model does under-
estimate chlorophyll in some areas and times, particularly in the
surface waters over the shelf after the main spring bloom. This
could be due to the production by the physical model of a thin
layer of low salinity water in these regions, which causes the
stratification to be overestimated and reduces mixing of nutrients
from the lower layers (Coyle, K. University of Alaska, Fairbanks,
Unpublished Data). For example, nitrate values over the shelf near
the Seward Line from the full 3D model with iron limitation were
0-2mmolm~—> averaged over 0-50m. At about the same time
(midsummer) nitrate levels from a nitrate meter at 16 m on a
mooring at GAK 5 were 2-5mmolm~> with spikes as high as
8 mmolm— (N. Bond, Univ. Wash./NOAA, Seattle, pers. comm.).
This is a problem that the physical modelers are presently
attempting to solve. However, it should be noted that Fig. 12 does
only show the chlorophyll averaged over the top 10 m from model
and satellite data. After May, depth-resolved data from Seward
Line cruises show that the surface layer is often depleted of
nutrients, and that a chlorophyll maximum layer is found at about
15-20m (Childers et al., 2005). The 0-10m surface layer from
these data indeed shows chlorophyll levels near zero, as the model
shows.

Iron concentrations offshore in the Gulf of Alaska are fairly
constant at 0.6-0.7 nmolkg™! (= umolm~3), but as the Alaska
continental margin is approached levels almost double and are
especially high near the shelf break where they exceed 1.5 nmol
kg~! due to plumes of iron-rich particulates (Martin et al., 1989). It
has been proposed (Stabeno et al., 2004; Ladd et al., 2005) that
this spatial variability in iron distribution across the GOA is
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responsible for the difference in the biological regimes observed
on and off the shelf, i.e. HNLC in the oceanic basin waters and the
reverse, a low-nutrient, high-chlorophyll region closer to shore.
Using a coupled ROMS-NPZ ecosystem model for the GOA region,
we have shown that two phytoplankton size classes, and iron
limitation on phytoplankton growth are both necessary to
successfully simulate the HNLC condition in the Gulf of Alaska
basin, while retaining a low-nutrient, high-chlorophyll regime in
the coastal regions.

Small autotrophic prokaryotes (such as picoplankton) have a
higher iron cell quota than large eukaryotes such as diatoms,
which require only a hundredth as much (Brand, 1991). Para-
doxically, the small phytoplankton are more capable of meeting
their cellular energy demands for iron in low iron environments.
This is thought to be because the smaller cells have a larger
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surface area to volume ratio and a thinner cell wall, both of which
enhance iron uptake rates (Morel et al., 1991; DiTullio et al., 1993;
Sunda and Huntsman, 1997).

Consequently when iron is scarce, the dominant smaller cells
grow more rapidly than larger cells. Since large phytoplankton are
unable to grow under iron-depleted conditions, the large
phytoplankton typical of spring bloom conditions are confined
mainly to coastal regions, where sufficient iron is injected with
the copious freshwater runoff from rivers and streams. Small
phytoplankton, whose growth rates are less affected by iron,
generally dominate in iron-depleted oceanic regions.

The use of two phytoplankton groups in a marine ecosystem
model is not new. It is in fact becoming the norm in large-scale
ocean ecosystem modeling studies (Christian et al., 2002a,b;
Moore et al, 2002a,b) in efforts to reflect our evolving
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understanding of the ecosystem and simulate the observed
plankton community dynamics. For example, the temporal
progression from large to small phytoplankton cells as the season
progresses along with the differential spatial distribution of these
size classes involves the use of more than one phytoplankton
group. However, implementation of two phytoplankton groups in
ecosystem models developed for the Gulf Alaska Region is not
common. Gibson et al. (2005) did include both a large and small
phytoplankton group in a 1D model developed for the CGOA for
the purposes of a stability analysis. However, a 1D model
developed for the Shelikof Strait (Hinckley et al., 2009) and
several 1D models developed for Ocean Station P (Frost, 1987;
Frost, 1993; Denman and Pefia, 1999; Kawamiya et al., 1995)
include only one phytoplankton component. Kawamiya et al.
(2000a, 2000b) performed model simulations with their ecosys-
tem model embedded in an ocean general circulation model for
the entire North Pacific. This model had a horizontal resolution of
2°, and so while it captured the general trend of higher nitrate in
the GOA basin than in the coastal region, the oceanic nitrate
concentrations were somewhat low, and the resolution of the
model was inadequate to determine cross-shelf patterns in nitrate
and chlorophyll. More recently, Denman and Pefia (2002)
developed a model for Ocean Station Papa (OSP) that considered
the evolution of two phytoplankton groups, although not as
independent state variables; rather, the small and large phyto-
plankton were partitioned according to the total phytoplankton
biomass.

With an increase in the awareness of the importance of iron as
a limiting factor in phytoplankton growth, addition of iron to
marine ecosystem models has become more common (Kawamiya,
2002). The approach to incorporating iron has varied widely in
complexity from very simple (Denman and Pefia, 1999; Chai et al.,
2000) to relatively complex (Leonard et al., 1999; Lancelot et al.,
2000; Christian et al., 2002a, b; Moore et al., 2002a,b). Although
iron is known to be a limiting factor on phytoplankton growth in
the oceanic Gulf of Alaska, iron has not been explicitly included as
a state variable in previous models for this region. Denman and
Pefla (1999, 2002) previously included the effects of iron

limitation on phytoplankton growth in their 1D NPZ models for
OSP, but the approach taken in their modeling was to use a
constant value for iron limitation, and assume that only one factor,
i.e. nitrogen limitation, light limitation or iron limitation, would
limit phytoplankton growth at any one time. The approach used in
the present modeling study, simulating iron dynamics explicitly
as a state variable, falls into an intermediately complex category.
Here the effect of iron limitation was dependent upon the
concentration of iron; iron concentration varied spatially and
temporally, depending on the initial conditions, which were set to
simulate the observed offshore-onshore gradient, advection and
diffusion, uptake by phytoplankton at each time step, and nudging
of this variable back to prescribed climatological conditions. This
approach permitted us to achieve our goal to simultaneously
simulate both the iron-rich shelf community dominated by large
diatoms and the offshore iron-limited community dominated by
small phytoplankton with one model configuration.

Previous modeling efforts to replicate the HNLC regime near
Ocean Station P (Frost 1987, 1993; Kawamiya et al., 1995; Denman
and Pefla, 1999; Denman et al., 2006) used 1D models that
simulated phytoplankton growth with depth and time. Frost
(1993) simulated the HNLC dynamics by imposing top-down
control by microzooplankton grazing on the single phytoplankton
size class. In that study, Frost prescribed values of mixing and the
mixed-layer depth, thus effectively determining how the ecosys-
tem will evolve through the season. To improve upon this,
Kawamiya et al. (1995) used a mixed-layer model that calculated
vertical mixing and developed seasonal temperatures that
matched observations. Both Frost and Kawamiya were able to
reproduce the most characteristic feature of phytoplankton
variation at station P—that no pronounced phytoplankton bloom
takes place. However, due to the complexity of coupled physi-
cal-NPZ models it becomes difficult to attribute the whole model
behavior to a specific process—biological or physical (Denman,
2003). We suggest that these models succeeded by using a
parameterization for ‘phytoplankton’ that represented phyto-
plankton’s ability to grow under iron-poor conditions, balanced
with zooplankton grazing. Maintaining such a parameterization, it
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is unlikely that these models would also be able to capture the
dynamics of the phytoplankton communities in the coastal region.
More recently Denman et al. (2006) used a 1-D model to replicate
an iron-fertilization experiment near Ocean Station P. They found
that after careful tuning their model was able to replicate ‘normal’
and ‘fertilized’ conditions with one parameter set.

Oceanic chemistry of iron and its inorganic speciation is
complex, and not adequately understood (Bruland et al., 1991).
This is due to the relative ease with which it can change between
the valence states, Fe(Il) and Fe(IIl), and due to the dependence of
the states and their reactivity, upon the ambient hydrological,
physicochemical and biological environment. Before iron can be
used by phytoplankton it must dissolve in seawater (Duce and
Tindale, 1991; Morel et al., 1991). However, dissolved iron exists in
seawater in several different forms, and the availability of iron to
phytoplankton is largely dependent upon its chemical speciation
and is therefore a strong function of its redox chemistry (Bruland
et al,, 1991; Sunda and Huntsman, 1997). Iron availability also
depends on the preference of the phytoplankton for the different
forms, iron demand and uptake kinetics of a given organism, and
on the reaction kinetics of iron exchange among the chemical
species (Wells et al., 1995). In this modeling effort we have only
considered a generic ‘iron’ box and not begun to consider the full
iron dynamics and the potential influence of iron speciation. At
present, due to the difficulty of measuring iron concentrations in
the ocean (Martin et al., 1989) there is barely sufficient data to
adequately initialize this variable in the model let alone constrain
transfer rates among iron species, so it would seem inappropriate
to attempt simulation of the various phases of iron. Such an
approach, however, may become more important in light of a
warming ocean and changing redox chemistry.
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Archer et al. (1993) found that the horizontal advection of salt
and micronutrients contributes significantly to the local load
balance at OSP (in Denman and Pefia, 1999). It is therefore
important to simulate the physical processes as accurately as
possible. 1D models do not include the effects of horizontal
advection and so may give an unrealistic picture of biological-
physical interactions. The approach taken here was to develop
both a quasi-1D model and a fully 3D model. By using the quasi-
1D model, the biology was able to experience physical effects that
are as similar as possible to the fully 3D run, but without the
associated computational expense. The three-dimensional model
was able to simulate more complex patterns, for example eddies
and onshore-offshore flow. By embedding the GOANPZ model in
an ocean circulation model (ROMS), we were able to simulate the
ecological dynamics across the Gulf of Alaska at a significantly
higher resolution than past modeling efforts in this area. Because
we are simulating, rather than prescribing the physical environ-
ment, we have developed a model that will allow in-depth
exploration of ecosystem behavior in response to variability in the
physical environment.
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Appendix 1. Governing equations for the biological model. Advection and diffusion terms are not included, for clarity.
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Appendix 2. Biological model process equations.

Process

Equation

Daily incident solar radiation

Ip=Rs-pg-cp-cv

where

Ip = irradiance at the surface (Em—2d~1),

Rs = incoming shortwave radiation (°Cms~'),

po = mean density of seawater = 1025 kgm—>,

¢, = specific heat for sea water = 3985Jkg ' °C~/,

cv = conversion factor (Em~2d~")(W~! m?) = 0.394848
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Irradiance at depth

Photosynthetically available radiation

Maximum carbon-specific

S. Hinckley et al. / Deep-Sea Research Il 56 (2009) 2520-2536

(Thimijan and Heins, 1983)
(where W =Js™)

I, = Ipe~(kw+ko(®S+PD)z (Herman and Platt, 1983)

(where z = depth (m))

Pyax = %% — 1)

photosynthetic rate [mgC (mgC)~"

(@1

Maximum chlorophyll a-specific
photosynthetic rate [mg Chl

(mgC)~" (d)']
Doubling rate (DR)

Sinking rate (Sy)
Mortality of small and large
phytoplankton

PMAXx = Ppaxccr

DR = DiX(10)PPX Temp

(where X = S or L, for PS or PL, and Temp = °C)

NO3 )
NOcrirx

Sx = (Wx)Z where X = PS, PL or D

my = MAX (mxmin» MXmax — (MXmax — MXmin)

(where X = PS or PL)

PAR; = 0.5I; (Includes cloud cover, Frost, 1987, 1993)

Appendix 3. Parameters for the biological model.

Parameter Description Value Units

General Model Parameters

ccr Carbon-to-chlorophyll ratio 60.0 mg C (mgChl)~!
kw Extinction coefficient (due to seawater) 0.07 (0.03) m!

kp Extinction coefficient (due to phytoplankton) 0.12 m~!

& Nitrogen:carbon ratio 0.0126 mmolN (mgC)~!
fec Iron to carbon ratio 1.667e-4 nmol Fe (mgC)~!
The Nudging coefficient (1/30d) 0.0333 d!

Small phytoplankton (PS)

DiS Doubling rate parameter for PS 0.851 d!

DpS Doubling rate exponent for PS 0.0275 (1.2)

ops Slope of P-I curve for PS 21.0 mgC (mgchl-a)~' Em~
dfeps PS half-saturation constant for iron 0.3 pumol Fem—3

Yps NH, inhibition coefficient for uptake of NOs; by PS 3.0

dips PS half-saturation constant for NO3 0.5 mmolNm 3

dyps PS half-saturation constant for NH, 1.0 mmolNm—3
mPSpin Minimum daily linear mortality rate for PS 0.01 d!

MPSax Maximum daily linear mortality rate for PS 0.085 d!

NOritps Critical NO3 for PS mortality 0.6 mgCm >

Whs Sinking rate for PS 0.15 (0.0) ms~!

Large phytoplankton (PL)

DiL Doubling rate parameter for PL 0.851

DpL Doubling rate exponent for PL 0.0275 (1.2) pumol Fem—3

opy Slope of P-I curve for PL 45.0 (10.0) mgC (mgchl-a)~! Em—2
drepr, PL half-saturation constant for iron 0.6 pumol Fem—3

Yo, NH, inhibition coefficient for uptake of NO; by PL 1.0

dipr PL half-saturation constant for NO3 0.5 mmolNm—3

dopr PL half-saturation constant for NH, 0.5 (1.0) mmolNm—3
MPLyin Minimum daily (linear) mortality rate for PL 0.01 d!

MPLyax Maximum daily (linear) mortality rate for PL 0.085 d!

NOriepr Critical NO5 for PL mortality 0.2 (0.6) mgCm >

Whpy Sinking rate for PL 0.2 md!

Small Microzooplankton (MZS)

VYMmzs Growth efficiency for MZS 0.5

Qiomzs Qo for MZS growth rate 23

QiomzsT Temperature coefficient for Q;o for MZS growth rate 5.0 °C

enizs MZS maximum specific ingestion rate 14 (3.0) mgC(mgC)~'d!
fruizs Half-saturation constant for MZS grazing 50.0 (25.0) mgCm >
Jppsmzs Feeding preference of MZS for PS 1.0

iy Daily (linear) mortality for MZS 0.005 d!

Mpredmzs Daily (nonlinear) mortality for MZS (0.001) d!

Knmzs Excretion by MZS 0.5

Large microzooplankton (MZL)

YMmzL Growth efficiency for MZL 0.5

QiomzL Q;p for MZL growth rate 2.0

QiomziT Temperature coefficient for Q;o for MZL growth rate 5.0 °C

emzL MZL maximum specific ingestion rate 1.0 (5.0) mgC (mgC)~'d~!
fuz Half-saturation constant for MZL grazing 20.0 (50.0) mgCm—>
fprimze Feeding preference of MZL for PL 1.0

fomzsmzL Feeding preference of MZL for MZS (1.0)

MyzL Daily (linear) mortality for MZL 0.005 d!

MpredmzL Daily (nonlinear) mortality for MZL (0.001) d!

knize Excretion by MZL 0.5



Small copepods
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Y Growth efficiency for C

Qioc Qo for C growth rate

Qiocr Temperature coefficient for Q;o for C growth rate
ec C maximum specific ingestion rate

fc Half-saturation constant for C grazing
foric Feeding preference of C for PL

fomzsc Feeding preference of C for MZS
fomzic Feeding preference of C for MZL

mc Daily (linear) mortality for C

mpredc Daily (nonlinear) mortality for C

ke Excretion by C

Neocalanus (NC)

YNC Growth efficiency for NC

Qione Qo for NC growth rate

QioneT Temperature coefficient for Q;o for NC growth rate
enc NC maximum specific ingestion rate
fne Half-saturation constant for NC grazing
forine Feeding preference of NC for PL
fPmzsne Feeding preference of NC for MZS
fpmzine Feeding preference of NC for MZL

Mnc Daily (linear) mortality for NC

mprednc Daily (nonlinear) mortality for NC

Knc Excretion by NC

Detritus (D)

Wp Sinking rate for D

degrad Degradation rate for detritus

0.45
137

5.0

2.53 (0.5)
57.4 (10.0)
1.0

0.8 (1.0)

1.0

0.01

0.01 (0.005)
0.45

0.5
1.75

5.0

0.17 (0.5)
45.7 (10.0)
0.5 (1.0)

0.8 (1.0)

1.0

0.001

0.001 (0.01)
0.5

3.0
0.04 (0.1)

°C
mgC (mgC)~1d!
mgCm >

°C
mgC (mgC)~'d™!
mgCm—>
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Parameters in parentheses under ‘Value’ are those used in 1D simulations.
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