Results from a three-dimensional, nested biological-physical model of the California Current System and comparisons with statistics from satellite imagery
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[1] A three-dimensional model of the California Current System (CCS) from 35°N to 48°N extending offshore to 134°W is coupled with a four-component trophic model. The model reproduces many conspicuous characteristics in the CCS, including: complex, filamentary, mesoscale surface features seen in the pigment and temperature from satellite imagery; wind-driven coastal upwelling at appropriate spatial and temporal scales; and the close correlation between prominent features seen in pigment and those in temperature observed by satellites (Abbott and Zion, 1985). Statistical estimates of the characteristic spatial scales of variability, as calculated from the coupled, nested model, agree with those previously estimated from satellite images (for both surface temperature and pigment (Denman and Abbott, 1988, 1994)). Model estimates of the characteristic temporal scales of variability, from decorrelation times, agree with those previously estimated from satellite images. Typical model decorrelation times lie between 2 and 4 days, in agreement with calculations from earlier sequences of (Coastal Zone Color Scanner (CZCS) and advanced very high resolution radiometer (AVHRR)) satellite images (Denman and Abbott, 1988, 1994).


1. Introduction

[2] The California Current System (CCS) forms the eastern boundary of the North Pacific Gyre, extending roughly from the southern tip of Vancouver Island to the southern end of Baja California and approximately 1000 km offshore. The West-Wind Drift, the northern portion of the North Pacific Gyre, delivers fluid to this eastern boundary current system. Surface flows in the CCS are equatorward, in the mean; these mean flows are termed the California Current. Also, a poleward-flowing, subsurface undercurrent, the California Undercurrent, is centered on the continental slope as a persistent feature from Baja California to Vancouver Island. In addition, the northward moving Davidson Current, a surface current inshore of 100 km from the coastline, flows during fall and winter months from Point Conception to Vancouver Island. These three currents, the California Current, the California Undercurrent, and the Davidson Current, compose the large-scale currents that make up the CCS. The region has been extensively studied, and the reader is referred to excellent reviews of the coastal oceanography of the CCS by Hickey [1979, 1998].

[3] Large-amplitude processes of an episodic nature also occur in the CCS, leading to smaller-scale features. These processes dominate records of both surface phenomena and sub-surface features. Coastal upwelling is one example, an important physical process in the CCS whose biological implications are large and well known [e.g., Richards, 1981; Summerhayes et al., 1995]. For example, enhanced primary productivity commonly found inshore of a (coastal) upwelling front is the result of vertical motions bringing high concentrations of nutrients and a seed stock of large (>5 μm) photosynthesizing cells into a suitable, near-surface light environment [Denman and Powell, 1984]. Further, high nearshore concentrations of zooplankton can be maintained by a combination of upwelling and sinking. That is, zooplankton moving offshore in the surface layers sink (through diurnal vertical migration) into onshore-moving near-bottom fluid that is upwelled to the surface near the shore (see Batchelder et al. [2002] for a modeling investigation of this process). A second process involves the mesoscale filaments, or coastal jets, in this eastern boundary current system. Satellite imagery from the late 1970s [e.g., Bernstein et al., 1977; Traganza et al., 1980] showed that
high-velocity filaments, often with elaborate, mesoscale shapes (≤100–200 km in size), were the dominant coastal features in both surface temperature and surface chlorophyll fields. Abbott and Zion [1985] demonstrated that the structures seen in images for surface temperature (from AVHRR imagery) were nearly identical to structures seen in surface chlorophyll (from CZCS) when the images were captured approximately synchronously. This close correspondence between surface temperature and chlorophyll pigment suggests the importance of physical phenomena to biological processes in this environment. Subsequent workers confirmed the role of the filaments and jets in a number of biologically critical processes: for example, (1) in the delivery of nutrients and resultant impact on primary productivity, phytoplankton biomass, and species composition [Chavez et al., 1991]; (2) in the photosynthetic response to light in phytoplankton [Hood et al., 1991]; (3) in the offshore transport of phytoplankton in a subducting jet [Washburn et al., 1991]; (4) in the zooplankton community composition and pattern, which is not constant across a jet/ filament [Mackas et al., 1991]; (5) in egg production and lipid storage, and their relationship to food concentration in a jet [Smith and Lane, 1991]; and (6) in the genetic heterogeneity in a common copepod, Metridia pacifica; that is, there are two distinct population groups, one in eddies/jets, and the other offshore [Bucklin, 1991].

[4] Phenomena occurring on longer, interannual timescales can have important consequences for the California Current system [e.g., Chavez et al., 2003]. Most of these phenomena are very large scale, affecting the entire North Pacific, even extending into equatorial waters. One such process is the El Niño–Southern Oscillation (ENSO), with a recurrence time of 2–7 years. ENSO effects have been studied extensively, especially during the last 2 decades (see Chavez et al. [2002] for a recent, comprehensive review of the topic). Another process is the Pacific Decadal Oscillation (PDO) [Mantua et al., 1997; Bond, 2000] with a period that is believed to be 20–30 years. Miller et al. [2003] have recently reviewed important ecosystem effects generated by this phenomenon. Finally, anomalous events occur over large areas of the North Pacific that do not seem to be connected to any identifiable recurring process. For example, in 2002, much of the North Pacific was ≥1°C cooler than normal. This large-scale cooling is described by Huyer [2003]; observed physical and biological effects of this cooling were profound.

[5] These observations set the context for investigators attempting to model ecosystem features in the California Current System. First, the model must extend across a broad range of spatial scales. That is, much variability exists at modest to intermediate scales, as demonstrated by the extensive satellite studies of coastal features in the CCS. However, in addition, large-scale, even basin-scale, phenomena (ENSO, PDO, etc.) play a crucial role in understanding, and explaining, variability in the CCS. For example, ENSO impacts on temperature, salinity, etc., and thus stratification and vertical mixing, are well known in the CCS [Chavez et al., 2002]. Substantial biological changes can be seen within 100 km of the shoreline. Thus the onset, growth, and decline of ENSO events, processes that occur on the scale of 4–6 months, may lead to changes in spatial pattern at modest scales (100–1000 km) in the CCS region.

Accordingly, a satisfactory, comprehensive model must faithfully reproduce basin-scale phenomena over interannual timescales, and link these phenomena to the filamentous, eddying features found at substantially smaller scales (O(100 km)) and to coastal upwelling (at very least, the effects of large-scale features (e.g., differing wind fields) must enter models for smaller-scale phenomena, especially if one is interested in the relative importance of variance at different spatial scales, as we are in this work). Computational limitations will not presently allow a full three-dimensional (3-D) calculation that encompasses this fine horizontal resolution over the entire North Pacific with an appropriate number (∼30) of levels in the vertical. One way around this difficulty is to “nest” (or embed) a fine-scale (high resolution) calculation within a coarser-scale (low resolution) calculation, passing information from the coarse to the fine. Both coarse- and fine-scale calculations can then be of manageable size. So long as one is careful concerning the details of information passing from large to small, this is a workable approach until greater computational resources become available. Second, the physical transports and the ecological processes must be modeled together. The nature of the problem at all spatial and temporal scales is a coupled one. In particular, knowledge of the physical transports is crucial to determining both the rates of change of ecological properties and their distribution in space. Moreover, the absorption of solar radiation in the water column, which affects heating, and thus stratification and vertical mixing, can, in turn, be affected by photosynthesizing organisms (i.e., phytoplankton; see equations (2) and (6)). Therefore, for the CCS, a satisfactory ecosystem model in this region should be a nested, coupled, 3-D biological-physical model.

[5] Model studies in the CCS region have a long history. A number of previous workers have produced coupled biological/physical models, though none have incorporated effects at the basin scale within a nested model framework, as described above. Wroblewski [1977] coupled a 2-D “slice” coastal circulation model (where the horizontal direction was onshore-offshore and vertical direction was depth [Thompson, 1978]) to a five-component ecosystem model. The five dynamic biological variables were: nitrate, ammonia, phytoplankton concentration, zooplankton concentration, and detritus. The model, designed for the Oregon coast, is a nitrogen-based model; all five components were specified in terms of nitrogen. In three papers, Moisan and Hofman [1996a, 1996b] and Moisan et al. [1996] developed a nine-component ecosystem model, including bio-optics, which the authors coupled to a 3-D circulation model that develops filaments in idealized bathymetry and coastal topography. The spatial relationship between the modeled filament structures and modeled regions of the high nutrient and high phytoplankton concentrations agree with general observations, i.e., the high-nutrient and high-phytoplankton regions lie onshore and in the core of the filaments.

[7] Allen et al. [1995] and Federik and Allen [1995] used a 2-D, onshore-offshore slice geometry with a substantially more complex model for the coastal circulation to explore in detail the response of modeled coastal upwelling to a variety of model configurations. The authors emphasized the need to incorporate realistic surface heat flux, initial density, and alongshore velocity distributions. Allen and Newberger [1996] used the same model to investigate
downwelling conditions, focusing on interesting downwelling frontal features. None of the three model studies above [Allen et al., 1995; Federiuk and Allen, 1995; Allen and Newberger, 1996] incorporated an ecosystem model. Fully 3-D versions of the earlier model used by Allen et al. [1995] were further employed off the Oregon coast [Blumberg and Mellor, 1983; Oke et al., 2002a, 2002b, 2002c; Gan and Allen, 2002a, 2002b; Pullen and Allen, 2001]. None of the Pullen and Allen [2001], Gan and Allen [2002a, 2002b], or Oke et al. [2002a, 2002b, 2002c] calculations included an ecosystem model.

[8] Edwards et al. [2000] and Batchelder et al. [2002] used simple ecological models (NPZ (Nutrient-Phytoplankton- Zooplankton), and an IBM (individual-based-model), respectively) in a 2-D slice geometry to explore how different biological parameterizations influence the spatial distribution of biota in idealized upwelling situations. Edwards et al. [2000] found that grazing terms which characterize microzooplankton led to substantially narrower zonal (cross-shelf) peaks in phytoplankton and zooplankton distributions than those produced by more conventional macrozooplankton grazing parameters. Batchelder et al. [2002] found that zooplankton diurnal vertical migration is necessary in order to retain zooplankton nearshore, where upwelling is most active and food resources highest. In the Oregon coast 2-D model geometry earlier studied by Allen et al. [1995] and Federiuk and Allen [1995], Allen and Newberger [1996] and Spitz et al. [2003] compared the behavior of biological quantities in three related ecosystem model structures: NPZ, NPZD (NPZ plus detritus, D), and NNPZD (two nutrients, plus P, Z, and D). Though Spitz et al. [2003] found differences in the spatial and temporal responses to coastal upwelling, the qualitative behavior seen in all three models was similar.

[9] Marchesiello et al. [2003] describe results from ROMS (Regional Ocean Modeling System), a 3-D, terrain-following model for the CCS. The authors present evidence for agreement between ROMS and the general features of the California Current. Other components of the CCS (standing eddies, cross-shore structures, seasonal currents, and mesoscale variability) also conform to the ROMS simulations. We employ the same 3-D circulation model, but in a different configuration; accordingly, some information on ROMS can be found below, but for further details, the reader is directed to Marchesiello et al. [2003].

[10] Satellite observations in the CCS region also provide important information for coupled biological-physical models. As noted above, Abbott and Zion [1985], studying simultaneous (or near simultaneous) AVHRR (temperature) and CZCS (chlorophyll pigment) images, found that the prominent features from one record are closely mirrored in the other. Extending this analysis, Denman and Abbott [1988, 1994] considered pairs of images from the same spatial location, but separated in time. They found that the spectral statistics (from 2-D, spatial, (fast) Fourier transforms) for individual images agreed closely with one another; that is, the variance spectrum falls as $|\text{wavenumber}|^{-2}$. Moreover, using the coherence spectrum [cf. Bendat and Piersol, 1986; Diggle, 1990], Denman and Abbott also found that the correlation within a wave number band between pairs of images falls with increasing separation time. A characteristic decorrelation time was 2–4 days. This was true of pigment-pigment, temperature-temperature, and pigment-temperature decorrelations. That the pattern decorrelation times are identical (or very close) is an indication that the pigment patterns are under physical control. The satellite studies of Denman and Abbott provide valuable observational information about the dominant temporal and spatial scales of variability in the CCS. That is, the dominant spatial scales (where the largest spatial variance occurs) are the largest spatial scales, up to approximately 100 km (the upper limit due to sampling protocols); temporal coherence falls off quickly beyond lags of 2–4 days.

[11] In this study we ask whether nested-model systems coupled with a simple ecological model (i.e., a high-resolution model of the CCS embedded within a coarse-resolution, basin-scale model for the North Pacific) reproduce the prominent California Current features? Most importantly, can the coupled, nested model reproduce the space and timescales of variability for both physical and biological quantities as derived from satellite observations of this eastern boundary current region?

2. Methods

[12] We describe here the two elements of our analysis. The first is a 3-D circulation model nested within a set of larger models, with a fully coupled biological model. The second is the spectral method used by Denman and Abbott [1988, 1994] to determine if scales of variability in model temperature and phytoplankton distributions are consistent with the Denman and Abbott results from satellite images.

2.1. Circulation Model

[13] The circulation model used in this article is the Regional Ocean Modeling System (ROMS) version 2.0 (development is described by Song and Haidvogel [1994], Haidvogel and Beckmann [1999], Haidvogel et al. [2000], Marchesiello et al. [2003], and Shchepetkin and McWilliams [2003]). ROMS is a hydrostatic primitive equation model which uses a terrain-following, orthogonal finite difference grid that can be stretched and curved to increase resolution in regions of interest and masked for land regions.

[14] The grid extends from approximately Neah Bay, Washington, in the north, to Point Conception, California, in the south, extending offshore about 1000 km to longitude 134°W. The vertical profile is resolved by 30 sigma levels concentrated near the surface; this provides resolution of 0.7 m nearshore. Off the shelf, with a 5000-m bottom depth, the vertical resolution ranged from 15 m at the surface to 450 m at the bottom. Bathymetry is supplied by ETOP05 [National Geophysical Data Center, 1988].

[15] Surface momentum transfer and mixing profiles were calculated using the order 2.5 turbulence closure model (MY2.5) of Mellor and Yamada [1982]. The MY2.5 model was found to provide mixing profiles which varied smoothly in time and space [Durski et al., 2004].

2.2. Nested Boundary Conditions

[16] Initial conditions and boundary forcing for this model were drawn from a nested set of larger-scale models described by Curchitser et al. [2005]. The boundary and
initial values of temperature, salinity, velocity and sea-
surface height for the CCS simulation are drawn from a
simulation of the Northeast Pacific (NEP) at 10-km hori-
zenatl resolution. This domain was similarly driven by a
model of the entire North Pacific (NPac) at 40-km resolu-
tion (full domain shown in Figure 1). Other similar nested
modeling studies include those of Hermann et al. [2002]
and Harding et al. [2002].

[17] The NPac domain is initialized with climatological
temperature and salinity fields [Levitus and Boyer, 1994;
Levitus et al., 1994]; the first 10 modeled years were forc-
ed by COADS buoyancy fluxes [Woodruff et al., 1998] and
NCEP [Kistler et al., 2001] climatological winds. The NPac
domain was then run for 10 years using daily specified
1990 to 2003 wind and atmospheric data from the NCEP
Reanalysis Project [Kistler et al., 2001]; surface heat fluxes
and surface stress were calculated using the bulk-flux
formulation of Fairall et al. [1996a, 1996b]. The NPac
model state at the beginning of hindcast year 1996 was
interpolated onto the NEP grid to initialize model runs for
that intermediate-scale domain. The NEP grid was run for
the 1996–2003 period using the same daily forcing as the
NPac grid.

[18] For the 3-D variables \( U, V, \) and tracers we use the
radiation boundary condition with adaptive nudging de-
scribed by Marchesiello et al. [2001, 2003]. At all open
boundaries, the model uses a Chapman [1985] boundary
condition for the free surface, with Flather [1976] boundary
conditions on the 2-D momentum and adaptive nudging and
radiation on 3-D momentum and tracers (for a more
complete description, see Marchesiello et al. [2001]). Thus
processes and features resolved at larger scales by the NPac
model are passed in through the boundaries of the NEP grid,
while the interior dynamics of the NEP grid can evolve finer
scales. The interior of the NEP domain responds to the same
forcing as the NPac domain, though with better resolution
of the spatial and temporal scales.

[19] The same type of nesting (termed “one-way nest-
ing”) occurs between the NEP grid (10-km resolution) and
the CCS grid (3-km resolution). For the simulations
discussed here, the model is initialized with interpolated
results from the NEP grid on 1 January 2000. The model
is then forced with daily meteorological data from year
2000 in the same fashion as the preceding NPac and NEP
models.

2.3. Biological Model

[20] Biological dynamics are modeled using a four-
element, nitrogen-based trophic model. Total nitrogen at
any given point is partitioned between dissolved nitrogen
(N), particulate nitrogen (Detritus: D), phototrophic phy-
toplankton (P), and herbivorous zooplankton (Z). The four
dynamical equations ((1)–(4) for N, P, Z, and D) have
the same general form. The left-hand side of each equation
contains two terms: a local time derivative (e.g., \( \partial N/\partial t \), \( \partial P/\partial t \)), and an advective term (e.g., \( u \cdot \nabla N \), \( u \cdot \nabla P \)). The right-
hand side of each equation has several terms, but the last
term in each equation has the form \( \partial / \partial z (k_N \partial N / \partial z) \), \( \partial / \partial z (k_P \partial P / \partial z) \), etc.), which are the vertical transport, or
vertical mixing, terms. The remaining terms on the right-
hand-side of equations (1)–(4), exclusive of the vertical
mixing terms, represent the biological dynamics (including

\[
\frac{\partial N}{\partial t} + \mathbf{u} \cdot \nabla N = \delta D + \gamma_N GZ - UP + \frac{\partial}{\partial z} \left( k_N \frac{\partial N}{\partial z} \right).
\]

\[
\frac{\partial P}{\partial t} + \mathbf{u} \cdot \nabla P = UP - GZ - \sigma_d P + \frac{\partial}{\partial z} \left( k_P \frac{\partial P}{\partial z} \right).
\]

\[
\frac{\partial Z}{\partial t} + \mathbf{u} \cdot \nabla Z = (1 - \gamma_n) GZ - \zeta_d Z + \frac{\partial}{\partial z} \left( k_Z \frac{\partial Z}{\partial z} \right).
\]

\[
\frac{\partial D}{\partial t} + \mathbf{u} \cdot \nabla D = \sigma_d P + \zeta_d Z - \delta D + w_d \frac{\partial D}{\partial z} + \frac{\partial}{\partial z} \left( k_D \frac{\partial D}{\partial z} \right).
\]

\[
G = R_m (1 - e^{-\Lambda P}),
\]

\[
I = I_0 \exp \left( k_z + k_p \int_0^z P'(z')dz' \right),
\]

\[
U = \frac{V_m N}{k_N + N} \frac{\alpha d}{\sqrt{V_m^2 + \alpha^2 z^2}}.
\]

[21] The NPZD model (equations equations (1)–(7)), is
identical to that of Spitz et al. [2003] (and, with minor
differences (for the saturating forms for (1) the photosyn-
thetic response to light, and (2) the grazing response of
zooplankton to phytoplankton) to the NPZD model used by
Denman and Pena [1999]). Major processes included in the
model are photosynthetic growth and uptake of nitrogen by
phytoplankton (\( U \)), grazing on phytoplankton by zooplank-
ton (G), mortality of both types of plankton (\( \sigma_d \) for
phytoplankton, and \( \zeta_d \) for zooplankton), and sinking (\( w_d \))
and remineralization (\( \delta \)) of detritus. For simplicity (fol-
lowing Spitz et al. [2003]), surface light levels are assumed
constant with time; available light at depth \( z \) is calculated
assuming exponential attenuation by (1) seawater (\( k_z \)),
and (2) phytoplankton (\( k_p \)), with the extinction coefficient
for phytoplankton being proportional to the average phyto-
plankton density between the surface and depth \( z \). A
Michaelis-Menten curve was used to describe the change
in uptake rate as a function of nitrate concentration (\( U \)).
Grazing of zooplankton on phytoplankton is parameterized
using the Ivlev function (G), with some proportion (\( \gamma_n \))
of the consumed phytoplankton being lost directly to the
nitrater pool as a function of “sloppy feeding” and metabolic
processes. Mortality and remineralization terms are linear
functions of concentration; dead plankton becomes detritus
(\( \sigma_d, \zeta_d \)), while detritus is remineralized to become dissolved
nitrogen (\( \delta \)). None of the biological processes here are
temperature dependent.

[22] The parameters used in the model are listed in
Table 1; they are identical to those used by Spitz et al.
With few exceptions, the parameters are also identical to those used by Wroblewski [1977] and calibrated for the upwelling region off Oregon (Wroblewski’s five component model contained two dissolved nitrogen components, ammonia and nitrate, but was otherwise identical to the NPZD model analyzed here). It was not our purpose to explore the sensitivity of our results to the specific parameters that were selected for our calculations. Moreover, in 1-D and 2-D calculations, Spitz et al. [2003] and Newberger et al. [2003] performed a thorough, careful analysis of the dependence of results from this model (and two closely related models, as discussed in section 1) on model parameters. In summary, the NPZD model, including the selection of model parameters, has a long history of use in the CCS region and represents a good choice for the study reported here.

The model in the CCS area (see Figure 1) was initialized with uniform fields in N, P, Z, and D (respectively, 17, 1, and 1 μM). These non-equilibrium initial conditions cause the model to oscillate and bloom for the first 2 months (~60 days), but the transient behavior declines and is not seen after 120 days (see Figures 2 and 3 for the early period, and Figures 4 and 5 for the later calculation times).

No biological model calculations are performed in the intermediate NEP region (or the basin-scale NPac region; see Figure 1). Accordingly, values for N, P, Z, and D on the boundary of the CCS region are held constant at their initial values.

Coupling of the biological and physical models is straightforward. The time step of the physical model is more than sufficient to resolve biological processes, and both models were run as one. N, P, Z, and D are advected and diffused synchronously with temperature and salinity fields, by identical algorithms. The high-order advection schemes used are conservative but not positive-definite. A conservative filter is applied to prevent biological quantities from taking negative values; when negative values are detected, nitrogen was drawn from the most abundant pool to supplement the negative pools to a lower limit of 10^{-6}mmol N m^{-3}. These simulations are performed on 64 processors (either eight 8-processor nodes or two 32-processor nodes) of the massively parallel computer, “Blue- sky,” at the National Center for Atmospheric Research. Monthly simulations could usually be performed in 6 hours.

### 2.4. Comparison to Satellite Data

Calculation of autospectra and coherence spectra were performed with MATLAB (Mathworks Corporation, Natick, Massachusetts), closely following methods clearly described by Denman and Abbott [1988]. The model spatial resolution is lower than the resolution of the satellite images studied by Denman and Abbott [1988, 1994], but no problems exist in model information analogous to the spatial or temporal gaps caused by clouds, satellite timing, or field-of-view. To summarize, this work better addresses temporal lags but does not resolve processes at the finest spatial scales discussed by Denman and Abbott [1988, 1994].

### Table 1. Parameter Values

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Symbol</th>
<th>Value</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light extinction coefficient</td>
<td>$k_z$</td>
<td>0.067</td>
<td>m^{-1}</td>
</tr>
<tr>
<td>Self-shading coefficient</td>
<td>$k_p$</td>
<td>0.0095</td>
<td>m^{2} mmol-N^{-1}</td>
</tr>
<tr>
<td>Initial slope of P-I curve</td>
<td>$\alpha$</td>
<td>0.025</td>
<td>m^{2} W^{-1}</td>
</tr>
<tr>
<td>Surface irradiance</td>
<td>$I_0$</td>
<td>158.075</td>
<td>W m^{-2}</td>
</tr>
<tr>
<td>Nitrate uptake rate</td>
<td>$r_n$</td>
<td>1.5</td>
<td>d^{-1}</td>
</tr>
<tr>
<td>Uptake half saturation</td>
<td>$k_N$</td>
<td>1.0</td>
<td>mmol-N m^{-3}</td>
</tr>
<tr>
<td>Phytoplankton senescence</td>
<td>$S_d$</td>
<td>0.11</td>
<td>d^{-1}</td>
</tr>
<tr>
<td>Zooplankton grazing rate</td>
<td>$R_m$</td>
<td>0.52</td>
<td>d^{-1}</td>
</tr>
<tr>
<td>Ivlev constant</td>
<td>$\Lambda$</td>
<td>0.06</td>
<td>m mmol-N^{-1}</td>
</tr>
<tr>
<td>Excretion efficiency</td>
<td>$\gamma_n$</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>Zooplankton mortality</td>
<td>$\zeta_d$</td>
<td>0.145</td>
<td>d^{-1}</td>
</tr>
<tr>
<td>Remineralization</td>
<td>$\delta$</td>
<td>1.03</td>
<td>d^{-1}</td>
</tr>
<tr>
<td>Detrital sinking rate</td>
<td>$w_d$</td>
<td>8.0</td>
<td>m d^{-1}</td>
</tr>
</tbody>
</table>

Figure 1. Northern Pacific (NPac) model bathymetry, with inserted finer-resolution northeast Pacific (NEP, dashed line), and California Current System (CCS, solid line) model domains (see section 2.2).
Figure 2. Surface expression of temperature, T (lines every 0.5°C), phytoplankton, P, and dissolved nitrogen, N (“Nutrient”), calculated at days 0 (initial conditions), 30, 60, and 120.
Spectral calculations focused on a square window extending from latitude 40°/C176 44°N to 4°/C176 8°N and longitude 129°/C176 37°W to 124°/C176 37°W (see Figure 6). This selection excludes the shelf regions from the analysis, which was also the choice made by Denman and Abbott [1988, 1994]. The spectral estimates were calculated on data from days 180 to 270 (see Figures 7, 8, and 9). Our calculations use the surface layer of the modeled phytoplankton and temperature fields as analogs to the CZCS and AVHRR data studied by Denman and Abbott [1988, 1994]. The 2-D data were detrended and median-filtered, and a 10% cosine taper was applied.

Coherence, cospectra, and autospectra were then calculated from the 2-D FFT of the smoothed data. These were reduced to 1-D autospectra and 1-D coherence spectra by azimuthal summation over concentric rings in (2-D) wave number space; that is, the width of the concentric rings corresponded to the wave number bands of interest. Our coherence analysis focused on wavelengths of 25–50 km and 50–100 km. The reader is directed to the thorough discussions by Denman and Abbott [1988, 1994] regarding the algorithms that they used (and that were followed closely in the study we report here).

3. Results

Analysis of the model results focuses on the general, qualitative nature of the calculated quantities, the spectral statistics of the temperature and phytoplankton distributions, and the lagged coherence between the temperature and phytoplankton patterns.

3.1. Representative Calculations

Figures 2, 3, 4, and 5 illustrate the temperature and biological response within the GLOBEC study region, extending approximately from Newport, Oregon, to Cape Mendocino, California (solid box, CCS, Figure 6). As noted above, the initial conditions are interpolated from NEP results on 1 January 2000 onto CCS grid points. Boundary conditions are evaluated on the CCS boundaries from quantities calculated on the larger-scale NEP grid (see Figure 1). In this first section we emphasize the qualitative characteristics of calculated features. The following two sections 3.2 and 3.3 address the quantitative analysis of the spatial and temporal scales in the model.

Figures 2–5 indicate that the circulation and tracer fields during the first 120 days may be influenced by the initial conditions, especially during the first 60 days. Thus it is appropriate to review our investigations of the “spin-up” characteristics of the nested model. First, “the physics” is adequately “spun up.” As noted above, the largest-scale model (on the NPac grid, see Figure 1) is initialized with climatological temperature and salinity fields, and run for ten years with climatological winds and fluxes. Then, also noted above, the model is run from 1990 to 2003 with NCEP Reanalysis winds and calculated fluxes. At the next stage, the large-scale (NPac) results for January 1996 are interpolated onto the intermediate-scale (NEP) grid points for initial and boundary conditions, and the model is run on the intermediate scale from 1996 to 2003 with the same forcing as the large-scale model. Finally, it is these intermediate-scale model results that provide the initial and boundary conditions (see previous paragraph) for the (highest resolution) CCS model starting on 1 January 2000. Because the large-scale (NPac) model is spun up for a decade, and the intermediate-scale (NEP) model for 4 years, we are confident that “the biology” is also adequately spun up. Though we present no results, we have run the NPZD model over 1000 times in various 0-D, 1-D, and 2-D configurations. In all cases, after 120 days the transient impact of initial conditions that are far from equilibrium is negligible. Finally, in the results from our simulation for later periods, Figures 4 and 5, days 180–240, there is no evidence of the transient behavior dominated by initial conditions.

The initial stages of the calculations (Figures 2 and 3) show three dominant features. First, there is a transient adjustment away from non-equilibrium initial conditions, as expected. The initial, spatially uniform biological conditions are rapidly altered; extensive surface nitrogen is quickly taken up by phytoplankton, transferred to zooplankton, and then exported beneath the surface layer. There, high remi-

![Figure 3. Vertical section for temperature, phytoplankton, and dissolved nitrogen offshore of Newport, Oregon, calculated at days 0 (initial conditions), 30, 60, and 120 (depths in meters, distance in degrees longitude).](image-url)
Figure 4. Surface expression of temperature, phytoplankton, and dissolved nitrogen calculated at days 180, 200, 220, and 240.
eralization rates result in high subsurface nutrient concentrations (see Figure 3). Second, fine-scale variability evolves from larger-scale (or even uniform) pattern. The NEP model from which the initial physical conditions were drawn does not resolve the smallest spatial scales of variability, but features at the finer scales resolved by the CCS grid develop quickly. The initial, smooth distributions of temperature and uniform distributions of biological properties (Figure 2, row 1) give way to much finer scales of variability (Figure 2, rows 2 and 3). Third, nearly identical features in “physical” and “biological” quantities develop (as in work by Abbott and Zion [1985]). During the first 4 months (Figure 2), the surface temperature, phytoplankton, and nitrate fields converge until features present in the physical fields are consistently mirrored in the biological fields. For example, on day 120 (Figure 2, row 4) an eddy and filament combination around 43°N, 126°W is captured as a cold eddy containing phytoplankton poor water. We caution the reader that early in the calculation period (especially for times before day 60) the results may be convolved with transient model response. However, the three qualitative characteristics of the California Current System, noted above, emerge by day 120.

[33] In the period represented by Figures 4 and 5, days 180–240, the transient response to initial conditions has died out and been replaced by the time-dependent response to surface and boundary forcing (see Figure 4). Coastal upwelling is a dominant feature, though the surface expressions of the upwelling-induced phytoplankton bloom extends only a few tens of kilometers offshore in the northern portion of the modeled area (see Figure 5). Surface warming begins to be evident near day 120 (Figures 2 and 3, row 4) and continues throughout the summer season (Figure 5), with the pycnocline appearing at approximately the proper depth (between 30 and 50 m [Hickey, 1998]) for the time of year. Prominent features are similar in nature to those commonly observed in satellite images. For example, an eddy, warm filament, and front extending WSW off Heceta Head (42°N) on day 200 (Figure 4, row 2, 125°W–127°W, 42°N) is nearly coincident with a plume of phytoplankton-enriched water in the same region.

[34] During the upwelling period, it is common for peak upwelling and eddy formation to occur south of Heceta Head (42°N), peaking off the California Coast [Hickey, 1998]. Examination of all model results during this period clearly show a marked transition at Heceta Head (Figure 4). The northern coast of Oregon has fewer, offshore large-scale surface features, while the coast south of Heceta Head is the base of an extensive group of filaments and jets extending well offshore. We note a commonly found upwelling structure, a dissolved nitrogen maximum at Heceta Head, on day 240 when dissolved nitrogen upwells in response to strong wind forcing during that period. The phytoplankton distributions in that region are slightly

Figure 5. Vertical section for temperature, phytoplankton, and dissolved nitrogen offshore of Newport, Oregon, calculated at days 180, 200, 220, and 240 (depths in meters, distance in degrees longitude).

Figure 6. CCS Model bathymetry and extent. The area of interest for calculation of spectral quantities is indicated by the inner dash-dotted box; the area shown in Figures 2 and 4 is denoted by the outer solid box; the vertical section off of Newport, Oregon (~44.7°N), shown in Figures 3 and 5, is depicted by a dashed line.
reduced, not having had time to respond and bloom in the newly upwelled water.

3.2. Autospectral (2-D) Calculations

The distribution of variability as a function of spatial scale, i.e., spatial pattern, spatial heterogeneity, or patchiness, has been noted as an important element of marine habitats for a half-century (recent references include Denman and Dower [2001] and Martin [2003]). A common measure of this distribution is the spectrum (or autospectrum) of a spatially varying biological, or physical, quantity. Denman and Abbott [1988, 1994] observed that the autospectra of both surface temperature and pigment are proportional to \( \frac{1}{k^2} \) (i.e., a plot of log(autospectra/variance) versus log(wave number) is a straight line with slope \(-2\)). Their calculations, based on CZCS and AVHRR imagery, were focused on several regions off the Oregon and California coasts. A similar analysis of our modeled surface temperature and pigment distributions in the same wave number band is consistent with the \( \frac{1}{k^2} \) slope (Figure 7), but the agreement is less compelling because there is more curvature in our autospectra than in the Denman/Abbott calculated quantities. That is, in the center of the wave number band our autospectra are proportional to \( \frac{1}{k^2} \) (Figure 7), but the curves are flatter at low wave numbers, and steeper at high wave numbers, than \( \frac{1}{k^2} \). The reason for the disagreement at high wave numbers is in part due to the lower resolution (3 km) of our model compared to the CZCS data resolution (1 km) [Denman and Abbott, 1988, 1994]. We note that at the smallest wave numbers (longest wavelengths), the slope of our autospectra does decrease, similar to that seen in the autospectra estimated by Denman and Abbott.

3.3. Coherence Spectrum Results

An estimate of the squared coherence (as a function of wave number) between two records, separated in time, is a measure of the correlation between the two (within the wave number band, spatial scale, of interest). Such measures of correlation made for several time separations allow the investigator to estimate the duration for the correlation to shrink to insignificance, i.e., a decorrelation time. The squared coherence between temporally lagged temperature distributions and phytoplankton distributions are instructive because they allow one to make and compare estimates for characteristic decorrelation times for temperature (a “physical” quantity) and phytoplankton (a “biological” quantity). Such decorrelation times give one important information about how long to expect biological (and physical) features to persist within a given habitat. They may also allow one to make a first determination whether a biological response to a physical anomaly might be large or small. For example, an anomalously high nutrient concentration in a parcel of fluid that does not persist for long in a habitat (i.e., short decorrelation time), may not be in that habitat for a sufficient period to allow slowly growing plankton (perhaps dinoflagellates) to respond to the high-nutrient conditions.

Comparing modeled temperature distributions to themselves (Figure 8) shows a coherence of 1.0 at lag 0, dropping to 0.03 within about 5 days at spatial scales
between 25 and 50 km, and 0.04 within 10 days at spatial scales between 50 and 100 km; this is consistent with decay timescales of approximately 2 and 3 days, respectively. For lags greater than 20 days, squared coherence between lagged temperature fields at 25–50 km remains around 0.01, and at scales of 50–100 km stays near 0.02. The results for the squared coherence for modeled phytoplankton distributions compared to themselves do not differ statistically from the results for temperature (see Figure 8). These two results, for temperature and phytoplankton squared coherence, are nearly indistinguishable from those shown by Denman and Abbott [1994] as calculated from satellite imagery for an area containing a filament [Denman and Abbott, 1994, Figure 3]. The equality between temperature and phytoplankton decorrelation times (in both model and observations) is suggestive of the control which physical processes exert on biological patterns, as measured by indicators of phytoplankton concentration.

[38] The squared cross-coherence between temperature and phytoplankton may be even more instructive; it gives evidence for the degree of simultaneous evolution of spatial patterns in both quantities (in the wave number band(s) of interest). Though the separate quantities shown in Figure 8 may decorrelate at the same rate, one quantity could decorrelate from the other in very different fashion, for example, at different rates. Figure 9 shows the squared cross-coherence between modeled temperature and modeled phytoplankton for various time separations (lags). Note that

Figure 8. Squared coherence of time-lagged surface temperature (solid lines) and phytoplankton (dashed lines) distributions in two wave number bands: (top) 25–50 km and (bottom) 50–100 km, for lags of 0 to 40 days. Data were taken from model fields for days 180–270. Shown are median (thick lines) and 25th and 75th percentile lines.

Figure 9. Squared coherence of time-lagged temperature and phytoplankton surface distributions in two wave number bands: (top) 25–50 km and (bottom) 50–100 km, for lags of 0 to 40 days. Data were taken from model fields for days 180–270. Shown are median (thick line) and 25th and 75th percentile lines. Solid circles represent data from Denman and Abbott [1994] for the squared coherence calculated for an area in the CCS containing a filament seen in satellite images for temperature and phytoplankton pigment.
the highest coherence occurs at zero lag in both wave number bands; lag zero squared cross-coherence between modeled temperature and phytoplankton is approximately 0.38 in the 25–50 km band, and 0.44 at 50–100 km scales (Figure 9). Background levels are similar to those for the temperature/temperature comparisons (0.02 at 25–50 km and 0.03 at 50–100 km). Decay timescales, estimated from the temperature/phytoplankton squared coherence, are approximately 2 days in the 25–50 km band, and 4 days for the 50–100 km scales, similar to the results for the temperature/temperature and phytoplankton/phytoplankton decorrelation times: 2 and 3 days, respectively. Note that at the larger spatial scales (50–100 km), the squared coherence between temperature and phytoplankton at a lag of 1 day is almost as high as the squared coherence at lag 0; this implies that the phytoplankton response may be slightly lagging the temperature variation. One might interpret this behavior in terms of upwelling phenomena; that is, the phytoplankton may need a day, or so, to take advantage of (i.e., grow in response to) upwelled nutrients in cooler waters. Also plotted on Figure 9 are the points derived by Denman and Abbott [1994] for the squared cross-coherence between temperature and phytoplankton obtained with satellite images from an area containing a filament [Denman and Abbott, 1994, Figure 3]. The Denman/Abbott points cluster around the model-derived squared cross-coherences, and most points lie within the 75th to 25th percentile envelope surrounding the model estimates. At zero lag the model-generated squared cross-coherences are lower than the values derived from satellite imagery, a point to which we return in the next section. Nonetheless, the peak in squared cross-coherence at zero lag between phytoplankton and temperature at both large and intermediate scales argues for the simultaneous evolution of the physical and biological patterns (as measured by phytoplankton and temperature). Moreover, the correspondence between the decorrelation times generated via squared cross-coherences from satellite observations and model calculations is a strong argument that the coupled biological/physical model is capturing the correct timescales, as observed in the CCS.

4. Discussion and Conclusion

The results from our coupled biological-physical model are in qualitative agreement with the general characteristics of the California Current System (see section 3.1). The seasonal transitions and upwelling blooms common to the CCS region are captured by a simple model (NPZD coupled to an appropriate circulation and transport model) which focuses on the photosynthetic response of upwelled dissolved nitrogen to light. Nesting the CCS model within the larger-scale models (NPac, NEP) provides a conceptually simple and attractive method of delivering larger-scale forcing to the CCS boundaries. The coupled biological/physical model also reproduces the variability associated with finer-scale structures in which physical transports are closely linked to biological features. This close linkage between biological and physical features has long been known as an essential aspect of the CCS [e.g., Abbott and Zion, 1985]. It must be strongly emphasized that coupling to a “good” circulation/transport model that can resolve the finer-scale features is crucial. Our results confirm those of previous studies that ROMS (the model used in this and other studies [Marchesiello et al., 2003]) does represent mesoscale features and processes with the spatial and temporal scales that are consistent with current synoptic observations. An important next step in comparing this model (and other coupled models) with observations will be to determine whether the magnitude and timing of evolving physical/biological features can be reproduced by the model(s), though it is likely that data assimilation will be necessary to accomplish this task successfully [Oke et al., 2002c].

The spatial and temporal scales of variability for temperature and phytoplankton distributions in this California Current System model are consistent with satellite-observed spatial and temporal scales in the same region. The autospectra plots (Figure 7) indicate that over a moderate region in wave number space the model spectra match the −2 slope calculated from satellite images by Denman and Abbott [1988, 1994], though there is more curvature in our spectra than the nearly straight lines (on a log-log plot) reported by Denman and Abbott. Coarser spatial resolution in the model (∼3 km versus ∼1 km for the satellite imagery) may be the cause of the disagreement at high wave number. At low wave numbers (large spatial scales) the Denman and Abbott autospectra are beginning to “flatten” and “turn over” below the line with −2 slope, which is the shape we observe. In summary, for this region the model-generated autospectra resemble those derived from satellite imagery, which implies that the variance is distributed over spatial scales in approximately the same fashion. Hence, noting the caveats above, the characteristic spatial scales of the model calculations approximately agree with those observed from satellites.

Turning to temporal scales, the squared coherence and cross-coherence plots generated by the model agree closely with those calculated from satellite images by Denman and Abbott [1988, 1994] (see Figure 8 and, especially, Figure 9). The decay of coherence happens more slowly at larger scales for both satellite and model, with most of the decay taking place in the first 10 days for larger scales and within 5 days at the smaller spatial scales; again, this is in accord with Denman and Abbott. All decorrelation times (measured as e-folding times) fall between 2 and 4 days, for both model and satellite records. Accordingly, the characteristic temporal scales (measured as decorrelation times) of the model calculations agree with those observed from satellites.

Our lag zero squared cross-coherence between temperature and phytoplankton distributions is typically lower by 20 to 30% (satellite values approximately 0.9 versus modeled 0.6 at 50–100 km and 0.5 versus 0.35 at 25–50 km) than that observed by Denman and Abbott (see Figure 9). This may indicate some “mismatch” between modeled temperature variability and modeled phytoplankton variability that is not present in the observations (i.e., in the real world). Star and Cullen [1981] explored such mismatches using simple, heuristic models. They noted that something as simple as a non-linear relationship between temperature variations and phytoplankton variations can diminish such correlations below that seen if the variations are linearly related. Coupled biological/physical models are especially sensitive to vertical mixing, and one source of “mismatch”
may be a vertical mixing formulation that introduces a bias into either temperature change or phytoplankton growth as a result of vertical transport [Durski et al., 2004]. This may provide a fruitful area (and a sensible metric) through which to explore various combinations of biological models and vertical mixing schemes.

[43] The success of basic NPZD models, as used in this investigation (and in other studies [e.g., Spitz et al. 2003]), suggests that more complicated ecological models may not be necessary for conceptual understanding of simple trophic linkages to circulation. Future models are likely to focus on individual species (or functional groups of species) and specific processes (e.g., harmful algal blooms, multiple nutrient limitation (including iron limitation), or mesozooplankton advection, growth, and behavior). Those efforts must include the complex processes controlling the individual species and specific processes. Nonetheless, those complex formulations will depend upon interactions at lower trophic levels (including photosynthetic processes), and our results imply that bulk pigment distributions can be captured by simple trophic models. Future work comparing the results of our NPZD model to substantially more complicated models would be welcome.
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