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[1] A three-dimensional model of the California Current System (CCS) from 35�N to
48�N extending offshore to 134�W is coupled with a four-component trophic model. The
model reproduces many conspicuous characteristics in the CCS, including: complex,
filamentary, mesoscale surface features seen in the pigment and temperature from
satellite imagery; wind-driven coastal upwelling at appropriate spatial and temporal scales;
and the close correlation between prominent features seen in pigment and those in
temperature observed by satellites (Abbott and Zion, 1985). Statistical estimates of the
characteristic spatial scales of variability, as calculated from the coupled, nested model,
agree with those previously estimated from satellite images (for both surface temperature
and pigment (Denman and Abbott, 1988, 1994)). Model estimates of the characteristic
temporal scales of variability, from decorrelation times, agree with those previously
estimated from satellite images. Typical model decorrelation times lie between 2 and
4 days, in agreement with calculations from earlier sequences of (Coastal Zone Color
Scanner (CZCS) and advanced very high resolution radiometer (AVHRR)) satellite images
(Denman and Abbott, 1988, 1994).
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1. Introduction

[2] The California Current System (CCS) forms the
eastern boundary of the North Pacific Gyre, extending
roughly from the southern tip of Vancouver Island to the
southern end of Baja California and approximately 1000 km
offshore. The West-Wind Drift, the northern portion of the
North Pacific Gyre, delivers fluid to this eastern boundary
current system. Surface flows in the CCS are equatorward,
in the mean; these mean flows are termed the California
Current. Also, a poleward-flowing, subsurface undercurrent,
the California Undercurrent, is centered on the continental
slope as a persistent feature from Baja California to Van-
couver Island. In addition, the northward moving Davidson
Current, a surface current inshore of 100 km from the
coastline, flows during fall and winter months from Point
Conception to Vancouver Island. These three currents, the
California Current, the California Undercurrent, and the

Davidson Current, compose the large-scale currents that
make up the CCS. The region has been extensively studied,
and the reader is referred to excellent reviews of the coastal
oceanography of the CCS by Hickey [1979, 1998].
[3] Large-amplitude processes of an episodic nature also

occur in the CCS, leading to smaller-scale features. These
processes dominate records of both surface phenomena and
sub-surface features. Coastal upwelling is one example, an
important physical process in the CCS whose biological
implications are large and well known [e.g., Richards, 1981;
Summerhayes et al., 1995]. For example, enhanced primary
productivity commonly found inshore of a (coastal) upwell-
ing front is the result of vertical motions bringing high
concentrations of nutrients and a seed stock of large (>5 mm)
photosynthesizing cells into a suitable, near-surface light
environment [Denman and Powell, 1984]. Further, high
nearshore concentrations of zooplankton can be maintained
by a combination of upwelling and sinking. That is,
zooplankton moving offshore in the surface layers sink
(through diurnal vertical migration) into onshore-moving
near-bottom fluid that is upwelled to the surface near the
shore (see Batchelder et al. [2002] for a modeling investi-
gation of this process). A second process involves the
mesoscale filaments, or coastal jets, in this eastern boundary
current system. Satellite imagery from the late 1970s [e.g.,
Bernstein et al., 1977; Traganza et al., 1980] showed that
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high-velocity filaments, often with elaborate, mesoscale
shapes (�100–200 km in size), were the dominant coastal
features in both surface temperature and surface chlorophyll
fields. Abbott and Zion [1985] demonstrated that the struc-
tures seen in images for surface temperature (from AVHRR
imagery) were nearly identical to structures seen in surface
chlorophyll (from CZCS) when the images were captured
approximately synchronously. This close correspondence
between surface temperature and chlorophyll (pigment)
suggests the importance of physical phenomena to biolog-
ical processes in this environment. Subsequent workers
confirmed the role of the filaments and jets in a number
of biologically critical processes: for example, (1) in the
delivery of nutrients and resultant impact on primary
productivity, phytoplankton biomass, and species composi-
tion [Chavez et al., 1991]; (2) in the photosynthetic re-
sponse to light in phytoplankton [Hood et al., 1991]; (3) in
the offshore transport of phytoplankton in a subducting jet
[Washburn et al., 1991]; (4) in the zooplankton community
composition and pattern, which is not constant across a jet/
filament [Mackas et al., 1991]; (5) in egg production and
lipid storage, and their relationship to food concentration in
a jet [Smith and Lane, 1991]; and (6) in the genetic
heterogeneity in a common copepod, Metridia pacifica;
that is, there are two distinct population groups, one in
eddies/jets, and the other offshore [Bucklin, 1991].
[4] Phenomena occurring on longer, interannual time-

scales can have important consequences for the California
Current system [e.g., Chavez et al., 2003]. Most of these
phenomena are very large scale, affecting the entire North
Pacific, even extending into equatorial waters. One such
process is the El Niño–Southern Oscillation (ENSO), with a
recurrence time of 2–7 years. ENSO effects have been
studied extensively, especially during the last 2 decades (see
Chavez et al. [2002] for a recent, comprehensive review of
the topic). Another process is the Pacific Decadal Oscilla-
tion (PDO) [Mantua et al., 1997; Bond, 2000] with a period
that is believed to be 20–30 years. Miller et al. [2003] have
recently reviewed important ecosystem effects generated by
this phenomenon. Finally, anomalous events occur over
large areas of the North Pacific that do not seem to be
connected to any identifiable recurring process. For exam-
ple, in 2002, much of the North Pacific was �1�C cooler
than normal. This large-scale cooling is described by Huyer
[2003]; observed physical and biological effects of this
cooling were profound.
[5] These observations set the context for investigators

attempting to model ecosystem features in the California
Current System. First, the model must extend across a broad
range of spatial scales. That is, much variability exists at
modest to intermediate scales, as demonstrated by the
extensive satellite studies of coastal features in the CCS.
However, in addition, large-scale, even basin-scale, phe-
nomena (ENSO, PDO, etc.) play a crucial role in under-
standing, and explaining, variability in the CCS. For
example, ENSO impacts on temperature, salinity, etc., and
thus stratification and vertical mixing, are well known in the
CCS [Chavez et al., 2002]. Substantial biological changes
can be seen within 100 km of the shoreline. Thus the onset,
growth, and decline of ENSO events, processes that occur
on the scale of 4–6 months, may lead to changes in spatial
pattern at modest scales (100–1000 km) in the CCS region.

Accordingly, a satisfactory, comprehensive model must
faithfully reproduce basin-scale phenomena over interannual
timescales, and link these phenomena to the filamentous,
eddying features found at substantially smaller scales
(O(100 km)) and to coastal upwelling (at very least, the
effects of large-scale features (e.g., differing wind fields)
must enter models for smaller-scale phenomena, especially
if one is interested in the relative importance of variance at
different spatial scales, as we are in this work). Computa-
tional limitations will not presently allow a full three-
dimensional (3-D) calculation that encompasses this fine
horizontal resolution over the entire North Pacific with an
appropriate number (�30) of levels in the vertical. One way
around this difficulty is to ‘‘nest’’ (or embed) a fine-scale
(high resolution) calculation within a coarser-scale (low
resolution) calculation, passing information from the coarse
to the fine. Both coarse- and fine-scale calculations can then
be of manageable size. So long as one is careful concerning
the details of information passing from large to small, this is
a workable approach until greater computational resources
become available. Second, the physical transports and the
ecological processes must be modeled together. The nature
of the problem at all spatial and temporal scales is a coupled
one. In particular, knowledge of the physical transports is
crucial to determining both the rates of change of ecological
properties and their distribution in space. Moreover, the
absorption of solar radiation in the water column, which
affects heating, and thus stratification and vertical mixing,
can, in turn, be affected by photosynthesizing organisms
(i.e., phytoplankton; see equations (2) and (6)). Therefore,
for the CCS, a satisfactory ecosystem model in this region
should be a nested, coupled, 3-D biological-physical model.
[6] Model studies in the CCS region have a long history.

A number of previous workers have produced coupled
biological/physical models, though none have incorporated
effects at the basin scale within a nested model framework,
as described above. Wroblewski [1977] coupled a 2-D
‘‘slice’’ coastal circulation model (where the horizontal
direction was onshore-offshore and vertical direction was
depth [Thompson, 1978]) to a five-component ecosystem
model. The five dynamic biological variables were: nitrate,
ammonia, phytoplankton concentration, zooplankton con-
centration, and detritus. The model, designed for the Oregon
coast, is a nitrogen-based model; all five components were
specified in terms of nitrogen. In three papers, Moisan and
Hofman [1996a, 1996b] and Moisan et al. [1996] developed
a nine-component ecosystem model, including bio-optics,
which the authors coupled to a 3-D circulation model that
develops filaments in idealized bathymetry and coastal
topography. The spatial relationship between the modeled
filament structures and modeled regions of the high nutrient
and high phytoplankton concentrations agree with general
observations, i.e., the high-nutrient and high-phytoplankton
regions lie onshore and in the core of the filaments.
[7] Allen et al. [1995] and Federiuk and Allen [1995]

used a 2-D, onshore-offshore slice geometry with a sub-
stantially more complex model for the coastal circulation to
explore in detail the response of modeled coastal upwelling
to a variety of model configurations. The authors empha-
sized the need to incorporate realistic surface heat flux,
initial density, and alongshore velocity distributions. Allen
and Newberger [1996] used the same model to investigate

C07018 POWELL ET AL.: THREE-DIMENSIONAL NESTED BIOPHYSICA

2 of 14

C07018



downwelling conditions, focusing on interesting downwel-
ling frontal features. None of the three model studies above
[Allen et al., 1995; Federiuk and Allen, 1995; Allen and
Newberger, 1996] incorporated an ecosystem model. Fully
3-D versions of the earlier model used by Allen et al. [1995]
were further employed off the Oregon coast [Blumberg and
Mellor, 1983; Oke et al., 2002a, 2002b, 2002c; Gan and
Allen, 2002a, 2002b; Pullen and Allen, 2001]. None of the
Pullen and Allen [2001], Gan and Allen [2002a, 2002b], or
Oke et al. [2002a, 2002b, 2002c] calculations included an
ecosystem model.
[8] Edwards et al. [2000] and Batchelder et al.

[2002] used simple ecological models (NPZ (Nutrient-
Phytoplankton- Zooplankton), and an IBM (individual-
based-model), respectively) in a 2-D slice geometry to
explore how different biological parameterizations influence
the spatial distribution of biota in idealized upwelling
situations. Edwards et al. [2000] found that grazing terms
which characterize microzooplankton led to substantially
narrower zonal (cross-shelf) peaks in phytoplankton and
zooplankton distributions than those produced by more
conventional macrozooplankton grazing parameters. Batch-
elder et al. [2002] found that zooplankton diurnal vertical
migration is necessary in order to retain zooplankton near-
shore, where upwelling is most active and food resources
highest. In the Oregon coast 2-D model geometry earlier
studied by Allen et al. [1995] and Federiuk and Allen [1995],
Allen and Newberger [1996] and Spitz et al. [2003] com-
pared the behavior of biological quantities in three related
ecosystem model structures: NPZ, NPZD (NPZ plus detri-
tus, D), and NNPZD (two nutrients, plus P, Z, and D).
Though Spitz et al. [2003] found differences in the spatial
and temporal responses to coastal upwelling, the qualitative
behavior seen in all three models was similar.
[9] Marchesiello et al. [2003] describe results

from ROMS (Regional Ocean Modeling System), a 3-D,
terrain-following model for the CCS. The authors present
evidence for agreement between ROMS and the general
features of the California Current. Other components of the
CCS (standing eddies, cross-shore structures, seasonal cur-
rents, and mesoscale variability) also conform to the ROMS
simulations. We employ the same 3-D circulation model,
but in a different configuration; accordingly, some informa-
tion on ROMS can be found below, but for further details,
the reader is directed to Marchesiello et al. [2003].
[10] Satellite observations in the CCS region also provide

important information for coupled biological-physical mod-
els. As noted above, Abbott and Zion [1985], studying
simultaneous (or near simultaneous) AVHRR (temperature)
and CZCS (chlorophyll pigment) images, found that the
prominent features from one record are closely mirrored in
the other. Extending this analysis, Denman and Abbott
[1988, 1994] considered pairs of images from the same
spatial location, but separated in time. They found that
the spectral statistics (from 2-D, spatial, (fast) Fourier
transforms] for individual images agreed closely
with one another; that is, the variance spectrum falls as
j(wavenumber)j�2. Moreover, using the coherence spectrum
[cf. Bendat and Piersol, 1986; Diggle, 1990], Denman and
Abbott also found that the correlation within a wave number
band between pairs of images falls with increasing separa-
tion time. A characteristic decorrelation time was 2–4 days.

This was true of pigment-pigment, temperature-temperature,
and pigment-temperature decorrelations. That the pattern
decorrelation times are identical (or very close) is an
indication that the pigment patterns are under physical
control. The satellite studies of Denman and Abbott provide
valuable observational information about the dominant
temporal and spatial scales of variability in the CCS. That
is, the dominant spatial scales (where the largest spatial
variance occurs) are the largest spatial scales, up to approx-
imately 100 km (the upper limit due to sampling protocols);
temporal coherence falls off quickly beyond lags of 2–
4 days.
[11] In this study we ask whether nested-model systems

coupled with a simple ecological model (i.e., a high-
resolution model of the CCS embedded within a coarse-
resolution, basin-scale model for the North Pacific)
reproduce the prominent California Current features? Most
importantly, can the coupled, nested model reproduce the
space and timescales of variability for both physical and
biological quantities as derived from satellite observations
of this eastern boundary current region?

2. Methods

[12] We describe here the two elements of our analysis.
The first is a 3-D circulation model nested within a set of
larger models, with a fully coupled biological model. The
second is the spectral method used by Denman and Abbott
[1988, 1994] to determine if scales of variability in model
temperature and phytoplankton distributions are consistent
with the Denman and Abbott results from satellite images.

2.1. Circulation Model

[13] The circulation model used in this article is the
Regional Ocean Modeling System (ROMS) version 2.0
(development is described by Song and Haidvogel [1994],
Haidvogel and Beckmann [1999], Haidvogel et al.
[2000], Marchesiello et al. [2003], and Shchepetkin and
McWilliams [2003]. ROMS is a hydrostatic primitive equa-
tion model which uses a terrain-following, orthogonal finite
difference grid that can be stretched and curved to increase
resolution in regions of interest and masked for land
regions.
[14] The grid extends from approximately Neah Bay,

Washington, in the north, to Point Conception, California,
in the south, extending offshore about 1000 km to longitude
134�W. The vertical profile is resolved by 30 sigma levels
concentrated near the surface; this provides resolution of
0.7 m nearshore. Off the shelf, with a 5000-m bottom depth,
the vertical resolution ranged from 15 m at the surface to
450 m at the bottom. Bathymetry is supplied by ETOPO5
[National Geophysical Data Center, 1988].
[15] Surface momentum transfer and mixing profiles

were calculated using the order 2.5 turbulence closure
model (MY2.5) of Mellor and Yamada [1982]. The
MY2.5 model was found to provide mixing profiles which
varied smoothly in time and space [Durski et al., 2004].

2.2. Nested Boundary Conditions

[16] Initial conditions and boundary forcing for this
model were drawn from a nested set of larger-scale models
described by Curchitser et al. [2005]. The boundary and
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initial values of temperature, salinity, velocity and sea-
surface height for the CCS simulation are drawn from a
simulation of the Northeast Pacific (NEP) at 10-km hori-
zontal resolution. This domain was similarly driven by a
model of the entire North Pacific (NPac) at 40-km resolu-
tion (full domain shown in Figure 1). Other similar nested
modeling studies include those of Hermann et al. [2002]
and Harding et al. [2002].
[17] The NPac domain is initialized with climatological

temperature and salinity fields [Levitus and Boyer, 1994;
Levitus et al., 1994]; the first 10 modeled years were forced
by COADS buoyancy fluxes [Woodruff et al., 1998] and
NCEP [Kistler et al., 2001] climatological winds. The NPac
domain was then run for 10 years using daily specified
1990 to 2003 wind and atmospheric data from the NCEP
Reanalysis Project [Kistler et al., 2001]; surface heat fluxes
and surface stress were calculated using the bulk-flux
formulation of Fairall et al. [1996a, 1996b]. The NPac
model state at the beginning of hindcast year 1996 was
interpolated onto the NEP grid to initialize model runs for
that intermediate-scale domain. The NEP grid was run for
the 1996–2003 period using the same daily forcing as the
NPac grid.
[18] For the 3-D variables (U, V, and tracers) we use the

radiation boundary condition with adaptive nudging de-
scribed by Marchesiello et al. [2001, 2003]. At all open
boundaries, the model uses a Chapman [1985] boundary
condition for the free surface, with Flather [1976] boundary
conditions on the 2-D momentum and adaptive nudging and
radiation on 3-D momentum and tracers (for a more
complete description, see Marchesiello et al. [2001]). Thus
processes and features resolved at larger scales by the NPac
model are passed in through the boundaries of the NEP grid,
while the interior dynamics of the NEP grid can evolve finer
scales. The interior of the NEP domain responds to the same
forcing as the NPac domain, though with better resolution
of the spatial and temporal scales.
[19] The same type of nesting (termed ‘‘one-way nest-

ing’’) occurs between the NEP grid (10-km resolution) and
the CCS grid (3-km resolution). For the simulations
discussed here, the model is initialized with interpolated
results from the NEP grid on 1 January 2000. The model
is then forced with daily meteorological data from year
2000 in the same fashion as the preceding NPac and NEP
models.

2.3. Biological Model

[20] Biological dynamics are modeled using a four-
element, nitrogen-based trophic model. Total nitrogen at
any given point is partitioned between dissolved nitrogen
(N), particulate nitrogen (Detritus: D), phototrophic phyto-
plankton (P), and herbivorous zooplankton (Z). The four
dynamical equations ((1)–(4) for N, P, Z, and D) have the
same general form. The left-hand side of each equation
contains two terms: a local time derivative (e.g., @N/@t, @P/
@t), and an advective term (e.g., u . rN, u . rP). The right-
hand side of each equation has several terms, but the last
term in each equation has the form [@/@z(kv@N/@z), @/
@z(kv@P/@z), etc.], which are the vertical transport, or
vertical mixing, terms. The remaining terms on the right-
hand-side of equations (1)–(4), exclusive of the vertical
mixing terms, represent the biological dynamics (including

the sinking term in equation (4), wd@D/@z, within biological
dynamics).

@N

@t
þ u � rN ¼ dDþ gnGZ � UP þ @

@z
kv
@N

@z

� �
; ð1Þ

@P

@t
þ u � rP ¼ UP � GZ � sdP þ @

@z
kv
@P

@z

� �
; ð2Þ

@Z

@t
þ u � rZ ¼ 1� gnð ÞGZ � zdZ þ @

@z
kv
@Z

@z

� �
; ð3Þ

@D

@t
þ u � rD ¼ sdP þ zdZ � dDþ wd

@D

@z
þ @

@z
kv
@D

@z

� �
; ð4Þ

G ¼ Rm 1� e�LP� �
; ð5Þ

I ¼ I0 exp kzzþ kp

Zz

0

P z0ð Þdz0
0
@

1
A; ð6Þ

U ¼ VmN

kN þ N

aIffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V 2
m þ a2I2

p : ð7Þ

[21] The NPZD model (equations equations (1)–(7)), is
identical to that of Spitz et al. [2003] (and, with minor
differences (for the saturating forms for (1) the photosyn-
thetic response to light, and (2) the grazing response of
zooplankton to phytoplankton) to the NPZD model used by
Denman and Pena [1999]). Major processes included in the
model are photosynthetic growth and uptake of nitrogen by
phytoplankton (U), grazing on phytoplankton by zooplank-
ton (G), mortality of both types of plankton (sd for
phytoplankton, and zd for zooplankton), and sinking (wd)
and remineralization (d) of detritus. For simplicity (follow-
ing Spitz et al. [2003]), surface light levels are assumed
constant with time; available light at depth z is calculated
assuming exponential attenuation by (1) seawater (kz), and
(2) phytoplankton (kp), with the extinction coefficient for
phytoplankton being proportional to the average phyto-
plankton density between the surface and depth z. A
Michaelis-Menten curve was used to describe the change
in uptake rate as a function of nitrate concentration (U).
Grazing of zooplankton on phytoplankton is parameterized
using the Ivlev function (G), with some proportion (gn) of
the consumed phytoplankton being lost directly to the
nitrate pool as a function of ‘‘sloppy feeding’’ and metabolic
processes. Mortality and remineralization terms are linear
functions of concentration; dead plankton becomes detritus
(sd, zd), while detritus is remineralized to become dissolved
nitrogen (d). None of the biological processes here are
temperature dependent.
[22] The parameters used in the model are listed in

Table 1; they are identical to those used by Spitz et al.
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[2003]. With few exceptions, the parameters are also
identical to those used by Wroblewski [1977] and calibrated
for the upwelling region off Oregon (Wroblewski’s five
component model contained two dissolved nitrogen com-
ponents, ammonia and nitrate, but was otherwise identical
to the NPZD model analyzed here). It was not our purpose
to explore the sensitivity of our results to the specific
parameters that were selected for our calculations. More-
over, in 1-D and 2-D calculations, Spitz et al. [2003] and
Newberger et al. [2003] performed a thorough, careful
analysis of the dependence of results from this model (and
two closely related models, as discussed in section 1) on
model parameters. In summary, the NPZD model, including
the selection of model parameters, has a long history of use
in the CCS region and represents a good choice for the
study reported here.
[23] The model in the CCS area (see Figure 1) was

initialized with uniform fields in N, P, Z, and D (respec-
tively, 17, 1, and 1 mM). These non-equilibrium initial
conditions cause the model to oscillate and bloom for the
first 2 months (�60 days), but the transient behavior
declines and is not seen after 120 days (see Figures 2
and 3 for the early period, and Figures 4 and 5 for the later
calculation times).
[24] No biological model calculations are performed in

the intermediate NEP region (or the basin-scale NPac
region; see Figure 1). Accordingly, values for N, P, Z, and
D on the boundary of the CCS region are held constant at
their initial values.
[25] Coupling of the biological and physical models is

straightforward. The time step of the physical model is more
than sufficient to resolve biological processes, and both
models were run as one. N, P, Z, and D are advected and
diffused synchronously with temperature and salinity fields,
by identical algorithms. The high-order advection schemes
used are conservative but not positive-definite. A conser-
vative filter is applied to prevent biological quantities
from taking negative values; when negative values are

detected, nitrogen was drawn from the most abundant pool
to supplement the negative pools to a lower limit of
10�6mmol N m�3. These simulations are performed on
64 processors (either eight 8-processor nodes or two 32-
processor nodes) of the massively parallel computer, ‘‘Blue-
sky,’’ at the National Center for Atmospheric Research.
Monthly simulations could usually be performed in 6 hours.

2.4. Comparison to Satellite Data

[26] Calculation of autospectra and coherence spectra
were performed with MATLAB (Mathworks Corporation,
Natick, Massachusetts), closely following methods clearly
described by Denman and Abbott [1988]. The model spatial
resolution is lower than the resolution of the satellite images
studied by Denman and Abbott [1988, 1994], but no
problems exist in model information analogous to the
spatial or temporal gaps caused by clouds, satellite timing,
or field-of-view. To summarize, this work better addresses
temporal lags but does not resolve processes at the finest
spatial scales discussed by Denman and Abbott [1988,
1994].

Figure 1. Northern Pacific (NPac) model bathymetry, with inserted finer-resolution northeast Pacific
(NEP, dashed line), and California Current System (CCS, solid line) model domains (see section 2.2).

Table 1. Parameter Values

Parameter Name Symbol Value Dimension

Light extinction coefficient kz 0.067 m�1

Self-shading coefficient kp 0.0095 m2 mmol-N�1

Initial slope of P-I curve a 0.025 m2 W�1

Surface irradiance IO 158.075 W m�2

Nitrate uptake rate Vm 1.5 d�1

Uptake half saturation kN 1.0 mmol-N m�3

Phytoplankton senescence sd 0.1 d�1

Zooplankton grazing rate Rm 0.52 d�1

Ivlev constant L 0.06 m3 mmol-N�1

Excretion efficiency gn 0.3
Zooplankton mortality zd 0.145 d�1

Remineralization d 1.03 d�1

Detrital sinking rate wd 8.0 m d�1
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