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Abstract

The small amount of North Pacific SST variance explained by the first two organized modes,
as well as the irregular nature of the decadal-interdecadal variability of SSTs and spatial atmos-
pheric forcing, suggest that a low order, nonlinear, chaotic system of atmospheric/oceanic
variability may be acting in the North Pacific. Systems, which visit many states yet tend to
return to the vicinity of previously observed patterns, have properties similar to mathematical
chaos. Wavelet analyses of the wintertime Pacific Decadal Oscillation, Aleutian Low intensity
from 1900, and Sitka air temperatures from 1832 suggest broad-banded time series with irregu-
lar oscillatory behavior. The different frequency bands do not appear to be independent; their
alignment has resulted in major shifts around 1847, 18807, 1925, 1945, 1977, and minor shifts
in 1958 and 1989. Although the observational time series are too short to prove that the
coupled atmosphere and ocean in the North Pacific is chaotic, the notion that it is stable for
decadal periods and then exhibits rapid transitions is the basis for our conceptual model. This
model suggests that the North Pacific system is less sensitive to external forcing when it is
near one of its stable states. At other times the system is more responsive to short-term extreme
events such as ENSO, Siberian snow cover, hemispheric atmospheric modes, or local SST
anomalies. Increased interannual variability is expected around the times of interdecadal shifts.
Recent persistence of La Niras well as enhanced interannual variability in several other time
series, are consistent with a possible shift of the PDO in 1892000 Published by Elsevier
Science Ltd.

* Corresponding author. Tel+1(206)526-6795; fax+1(206)526-6485.
E-mail addressoverland@pmel.noaa.gov (J.E. Overland).

0079-6611/00/$ - see front matter 2000 Published by Elsevier Science Ltd.
PIl: S00796611(00)00041-0



338 J.E. Overland et al. / Progress in Oceanography 47 (2000) 337-354

Contents
1. Introduction . . . . . . . . 338
2. Data SOUICES . . . . . 340
3. Spatial patterns . . . ... 340
4. Time-frequency analysis . . . . . . . . .. 343
5. Chaos in the North Pacific . . ... ... ... . . ... . .. . .. . ... ... 347
5.1. Irregular variability in the North Pacific . ... ................... 347
5.2. Characteristics of chaotic systems . . . ... ... ... ... .. ... . ... .. 348
5.3. A chaotic conceptual model for the North Pacific . ... ............. 350
6. SUMMANY . . . . . 352
Acknowledgements . . . . . . L 352
References . . . . . . . 353

1. Introduction

In building a conceptual model of climate dynamics for the North Pacific atmos-
phere and ocean, it is important to consider not only the fixed geographic patterns
of variability, but also the range and evolution of the system. The primary mode of
SST variability in the North Pacific is called the Pacific Decadal Oscillation (PDO)
(Davis, 1976; Mantua, Hare, Zhang, Wallace & Francis, 1997). The PDO explains
about 20% of the wintertime (November—March) SST variance based on empirical
orthogonal function (EOF) analysis. The spatial pattern of the PDO is dominated by
the central North Pacific with a maximum intensity at'MQ 17CW (Fig. 1); the
principal component time series (Fig. 1) is dominated by variability on pentadecadal
(~50 year) scales. A problem with the definition of the PDO is that the spatial corre-
lation length for the SST field is nearly equivalent to the size of the Pacific basin;
this overweights the variability in the center of the region relative to the borders. In
order to understand the biological and physical processes in the boundary regions,
the variability in these important domains must be carefully and correctly resolved.

The relatively small percentage of variance explained by the PDO indicates that
it is not the only mode of variability in the Northeast Pacific. Variability on shorter
time scales has been observed in ocean temperatures (Royer, 1993; Hollowed,
Hare & Wooster, 1998), dynamic height (Lagerloef, 1995), and in the Aleutian low
sea level pressure (SLP) center (Minobe, 1999; Overland, Adams & Bond, 1999).
The month-to-month and year-to-year variability in the strength and location of the
Aleutian low influences the underlying ocean (Seckel, 1993). One purpose of this
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Fig. 1. Results of the singular value decomposition of the winter mean (November—Mar) North Pacific
SST for the period 1900-1999. Top panel shows the first EOF and the bottom panel shows its principal
component (PC) time series. This primary mode of variability is called the Pacific Decadal Oscillation.

paper then is to examine the residual variability in the North Pacific after the PDO
has been removed. We refer to this as Mode 2 variability.

A second purpose is to use wavelets to investigate how the North Pacific varies
in the time-frequency domain. We compare the SST and SLP time series to the
record of surface air temperature at Sitka, Alaska, which dates back to 1828. The
Sitka data are used as a proxy for North Pacific variability in the 19th century.

We propose that the behavior of the North Pacific atmosphere and ocean have
several characteristics of a chaotic system. We do not use the word chaos in the
general sense to denote disorder, but rather in a mathematical context to indicate
complex nonperiodic behavior in a deterministic system. The North Pacific maps out
an infinite variety of states within certain bounds which determine its climate. Chaos
is often described as the divergence of two states, but chaotic systems do return to
the vicinity of previously observed states. This gives the appearance of quasi-regular
modes of variability without being strictly periodic.
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Section 2 discusses the data sources used in our analyses. Section 3 describes
several approaches to defining Mode 2 spatial variability. Section 4 contains an
analysis of atmospheric and oceanic time-frequency variability using wavelet tech-
niques. Section 5 compares several characteristics of the North Pacific to simple
chaotic systems. The summary appears in Section 6.

2. Data sources

Monthly SST anomalies on a°Hat/lon grid are from the UK Meteorological
Office Sea Surface Temperature Data Set, which is based only on in situ data (Parker,
Folland & Jackson, 1995). Our EOF analyses follows the technique used by Mantua
et al. (1997) to calculate the PDO. However, our results differ slightly from theirs
because we use the UKMET data exclusively. The spatial domain is restricted to
172 grid points in the North Pacific between°R3-65°N and 120E-105W. The
time domain is November 1899 through March 1999. First, a monthly time series
of global average SST anomalies is calculated using all available data betwé&:n 35
70°N; this shows a distinct global warming trend for the 20th century. This trend is
removed by subtracting the monthly global average anomaly from each available
grid point in the North Pacific. Grid points with missing data in the detrended North
Pacific SST anomaly data set are filled with the mean calculated from all available
data at that grid point. Then the overall mean of the patched, detrended North Pacific
SST anomaly data set is removed, so that the grid points that were originally missing
have a value of zero.

The North Pacific Index (NPI), as defined by Trenberth and Hurrell (1994), is the
area weighted mean sea level pressure over the regior63WN, 16C’°E-140W.

We use the NCAR 5-degree Northern Hemisphere monthly sea level pressure data
set to calculate the NPI. The Sitka Alaska time series of monthly mean surface air
temperature was provided by Tom Royer.

3. Spatial patterns

Fig. 1 shows the first EOF and principal component (PC) time series for winter
average (November—March) North Pacific SST data, 1899-1999. EOF1 accounts for
21% of the variance. EOFL1 is not regressed back onto the SST field as it was in
Mantua et al. (1997). Nearly the same spatial pattern and principal components were
obtained for EOF1 if we performed the analysis on the time series beginning in 1950
(Fig. 3). Some regions are missing data, especially in the early part of the century,
so we checked individual grid points in the North Pacific to ensure that the time
series of SST observations actually warrants an analysis of low frequency variability.
The central region of the North Pacific, which dominates EOF1, is adequately
covered by the North America/Asia shipping route.

The second EOF of North Pacific SST for 1950-1999 is shown in Fig. 2 and the
PC time series is shown in Fig. 3. EOF2 was not consistent when analyzing the
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Fig. 2. The second EOF based on the singular value decomposition of the winter mean (November—
March) North Pacific SST for the period 1950-1999.
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Fig. 3. Principal component time series for EOF1 and EOF2 based on the singular value decomposition
of winter mean (November—March) North Pacific SST for the period 1950-1999.
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1900-1999 data set versus the 1950-1999 data set. In using the entire 1900-1999
data set there was considerable amplitude in the Kuroshio region that is not present
in Fig. 2. The paucity of data in the Gulf of Alaska prior to 1950 also lead us to
use the shortened series to investigate the secondary mode of North Pacific SST
variability. For the period 1950-1999, EOF1 accounts for 29.1% of the variance and
EOF2 accounts for 13.1% of the variance. These two modes are nearly identical to
the EOFs derived by Davis (1976) and Salmon (1992).

The spatial pattern and PC time series for EOF2 have a different character from
those of EOF1 (Fig. 3). EOF2 has more of zonal character than EOF1; PC1 tends
to have serially correlated amplitudes, while PC2 tends to have strong interannual
spikes. These spikes occur near the onset of several but not all occurrences of El
Nifio (1957, 1958, 1963, 1986, 1991, 1997) and Laa\{h953, 1954, 1961, 1988,
1999). The peaks in PC2 tend to occur in the year before the major Bl INiNifa
signal appears in the central and eastern equatorial Pacific. Perhaps PC2 is responsive
to the ENSO build-up in the western equatorial Pacific. The relationship between
North Pacific SSTs and ENSO has been referred to &8 North (Hollowed et al.,
1998). During some ENSOs enhanced midlatitude storm activity weakens Tloe Nin
North signature (Hoerling & Kumar, 1997); the strong ENSO of 1983 is such an
example and contrasts to the weaker ENSOs of 1958 and 1987, which do have a
substantial Nio North signal.

Cluster analysis and point-to-point correlations offer an alternative to EOF analysis
for understanding patterns of spatial variability. A cluster analysis for winter North
Pacific SST based on 1969-1979 is shown in Fig. 4 (Iwasaka, Hanawa & Toba,
1988). The cluster analysis separates the central North Pacific (region C) and the
boundary (region D) by minimizing the point-to-point variance within each area.
Based on SST data for 1953—-1990, Salmon (1992) noted that the correlation of EOF1
with lwasaka’s central region C was 0.90, but with the boundary region D it was
—0.51. For EOF2 the correlation with the central region C was 0.30 and the boundary

Fig. 4. Results of cluster analysis for the North Pacific SST (after Iwasaka et al., 1988).
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region D was 0.82. This suggests that the SST variability in the northeast Pacific
region dominates Mode 2, while the central Pacific dominates the PDO.

To describe the Mode 2 variability further, we subtracted the regression of the
wintertime PDO of Mantua et al. (1997) from the time series of North Pacific SST
and performed a point-to-point correlation between a grid cell in the northeast Pacific
(57°N, 148W) and the field of resulting SSTs. The results are shown in Fig. 5.
There is a broad region of high correlation: south of the Aleutian Islands, across the
Gulf of Alaska, and southeast past Vancouver Island. Mode 2 appears to be parti-
cularly relevant for the Gulf of Alaska region.

There are differences between the Mode 2 figures created by EOF analysis (Fig. 2),
cluster analysis (Fig. 4), and point-to-point correlation (Fig. 5). The cluster analysis
emphasizes a broad coastal influence from Mexico northward and across the Aleutian
Island chain. The EOF2 analysis is a NNE/SSW dipole with the northeast Pacific
out of phase with the west North Pacific centered nedaiN2&nd may not resolve
the coastal region. The point-to-point correlation shows strong zonal covariability.
All three approaches suggest that the Northeast Pacific is dominant in Mode 2, but
no single approach is complete in specifying a spatial pattern.

About 40% of the North Pacific winter SST variability on interannual and longer
timescales is represented by the combination of the PDO and Mode 2. Winter mean
SST anomalies for individual years exhibit a PDO character in the late 1950s and
early 1980s and a more zonal pattern in the 1960s and early 1990s, but much of the
spatial variability remains unresolved by these patterns. The North Pacific exhibits
a few preferred modes of variability, but the system is energetic and can manifest
many states.

4. Time-frequency analysis

We performed a continuous wavelet analysis on winter average values
(November—March) of the PDO. We used the PDO index values of Mantua et al.

T T T
150°E 180° 150°W 120°W
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Fig. 5. Results of a point-point correlation analysis for the residual SST, i.e., that which remains after
the regression of the PDO on the winter mean SST has been removed. Correlations are between a grid
cell in the Gulf of Alaska (57N, 148W; marked with anx) and the rest of the North Pacific for the
period 1962-1997. Grid cells with insufficient data are blacked out.
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(1997) rather than our own PC1 time series to be consistent with the community
definition of the PDO. We used the symlet transform, order 8, from the MATLAB
software (Daubechies, 1994). We also applied the Morlet wavelet transform with
similar results. See Lau and Weng (1995) and Torrence and Campo (1998) for a
review of wavelets.

The results of the continuous wavelet analysis of the PDO are shown in the bottom
panel of Fig. 6 with the year on the abscissa and the return period (years) on the
ordinate. It is apparent from a casual inspection of the time series (Fig. 6, top) and
the wavelet analysis that there is considerable energy in the low frequencies (16—32
years) and a less coherent signal at higher frequencies (2—8 years). We also note an
increase in the mid-range energy (8-16 years) after 1940.

Fig. 7 shows the time series and wavelet analysis for the NPI, an index of the
strength of the Aleutian low, which is the primary atmospheric forcing for the PDO.
The results are nearly identical to those of Minobe (1999), who used the Morlet
wavelet transform. The patterns of time—frequency variability in the NPI and the
PDO are generally similar with only a few differences. The low frequency cycles

Pacific Decadal Oscillation (PDO) (November-March)
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Fig. 6. Top panel shows the time series of winter mean PDO amplitudes as calculated by Mantua et
al. (1997) for 1901-1999. The bottom panel shows the results of the continuous wavelet analysis.
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Fig. 7. Top panel shows the time series of winter mean North Pacific SLP Index (NPI) for 1901-1999.
The bottom panel shows the results of the continuous wavelet analysis.

in the NPI and the PDO are nearly identical. The signal in the mid-range is stronger
in the NPI than the PDO, but the phasing is nearly identical. Like the PDO, the
mid-range energy of the NPI appears to increase toward the second half of the cen-
tury. Minobe (1999) noted the mid-range energy maxima in the NPI shifted in 1945
from 8-year periods to 16-year periods. The NPl has more energy than the PDO at
higher frequencies — this is also evident in the NPI time series, which shows con-
siderable interannual variability. The PDO appears responsive to the interdecadal
(~20 year cycle) forcing from the North Pacific atmosphere in the second half of
the century, but is not particularly responsive to decadal and interannual atmos-
pheric signals.

Coastal air temperature at Sitka, Alaska, is the longest observational record avail-
able for the Gulf of Alaska (Royer, 1993). The time series spans the years 1828—
1996 with some data gaps before 1900, most noticeably in the 1890s; note the flat
places in the time series (Fig. 8, top). The continuous wavelet analysis of the Sitka
air temperature (SAT) is shown in the bottom panel of Fig. 8. The low frequency
variability in the 20th century is similar in phase to the NPl and PDO. In the 19th
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Sitka Winter Mean (Nov-Mar) Air Temperature Anomalies
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Fig. 8. Top panel shows the time series of winter mean air temperatures in Sitka, Alaska for 1829—
1996. Note some missing data between 1880 and 1900. The bottom panel shows the results of the continu-
ous wavelet analysis.

century there is a low frequency shift near 1847 and possibly a warm period begin-
ning near 1880, although this is near the data gaps. The mid-range energy is parti-
cularly strong from 1940-1980. Royer (1989) noted that beginning in 1910 the
warm/cold cycles increased in duration as the century progressed, resulting in zero
crossings after 9, 13, 19, and 23 years. This progression is seen clearly in the wavelet
analysis. The data gaps influence the analysis for a 16-year period near the turn of
the century, but they do not influence the mid-range cycles after 1910. The Sitka
record shows primarily decadal variability in the period from 1860-1890 and an
increase in the mid-range energy in the second half of the 20th century. As noted
above, similar mid-range energy shifts around 1945 also appeared in the PDO and
the NPI.

Minobe (1999) discusses a possible resonance in interdecadal and pentadecadal
climate oscillations in the North Pacific. Bidecadal oscillations have one and a half
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cycles for each half cycle of the pentadecadal. The phases for the interdecadal and
pentadecadal variations are additive, resulting in large climate regime shifts in 1945
and 1977. Our wavelet analyses suggests that the interdecadal oscillations have been
stronger in the second half of the 20th century. There is also evidence for smaller
decadal shifts in 1958 (Leathers & Palecki, 1992) and 1989 (Tanaka, Kanohgi &
Yasunari, 1996; Overland et al., 1999; Watanabe & Nitta, 1999).

A discrete (as opposed to the continuous) wavelet analysis is performed on the
winter average time series as an appropriate method for quantitatively investigating
broad-banded, low-frequency variability (Percival & Mofjeld, 1997). This approach
acts as an efficient frequency filter. Table 1 shows the percent variance from each
frequency band. The main feature seen from Table 1 is the broad banded nature of
all three time series. For the NPI and Sitka time series interannual variability (2—4
years) dominates with nearly 40% of the variance. Next in importance for all three
series is the 4-8-year band, considered to have an HE Mifuence. The PDO has
a local minimum at the decadal scale (8-16 years) and 27% of the variance is a
time scale longer than 32 years. There is variance in the interdecadal band (16-32
years), which is concentrated in the second half of the century (Fig. 6). Both the
Aleutian low (NPI) and the Sitka air temperatures have representation in all lower
frequency bands beginning at the decadal scale. However, inspection of the continu-
ous wavelets (Figs. 7 and 8) show that the time series are not stationary; the relative
importance of different frequency bands shifts with time.

5. Chaos in the North Pacific
5.1. Irregular variability in the North Pacific

There are several features of the low frequency variability of the North Pacific
that are worth noting:

1. About 40% of the North Pacific SST variability on interannual and longer time-
scales is resolved by the first two spatial modes.

2. The energy of the PDO in the interdecadal band increased in the second half of
the century relative to the first half.

Table 1
Fractional variance for each wavelet band for three time series

Years PDO (%) NPI (%) Sitka air temperature (%)
2-4 25.8 39.2 40.9
4-8 19.2 27.4 21.4
8-16 11.0 10.4 13.6
16-32 16.1 8.7 9.3
32-64 14.9 11.6 7.0

64+ 12.0 2.5 7.8
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3. There is a drift in the oscillation periods in the decadal and interdecadal energy
bands. The PDO has a zero crossing time-20 years before 1945 aneB0 after
1945. The cycle periods of the NPI and Sitka air temperatures gradually increase
throughout the 20th century.

4. The interdecadal energy band seems to be phase locked with the pentadecadal
band. This process is called doubling. Minobe (1999) states that this phase lock
is not likely to occur from random superposition of two frequencies.

5. The low-frequency variability is near the frequencies of natural forcing: 11 and 22
years for the solar cycle and 18.6 years for the lunar cycle, although the strength of
the forcing is weak (Lean & Rind, 1998; O'Brien & Currie, 1993). External forc-
ing at the interdecadal scale is extremely weak, yet 20-year cycles are common
in many time series (Burroughs, 1992).

6. There appears to be an increase in the interannual variability around the time of
the major interdecadal regime shifts.

5.2. Characteristics of chaotic systems

The attributes of the North Pacific that are outlined above describe a quasi-periodic
structure with irregular behavior; these are also characteristics of low-order chaotic
systems. Low-order chaotic systems are models of complex physical processes based
on non-linear ordinary differential equations and a small numbgrof variables.

The solution to the system of equations is sensitive to the coefficients of the nonlinear
terms and the magnitude of the forcing terms. The solution for the set of equations
at any given time exists as a location inldfdimensional space, where each variable
represents one dimension. This forms a Euclidean phase space. The time dependence
of the solutions is called the trajectory in phase space. The trajectory can evolve
toward a fixed point, increase without bound, approach a limit cycle where the sol-
ution has a periodic trajectory, or have a chaotic character. The evolution of the
trajectory is sensitive to initial conditions. A trajectory may never return to exactly
the same location, and nearby trajectories often diverge. Systems with broad-banded
time-frequency spectra will often have a non-periodic trajectory, but one that will
be confined to a finite volume of the phase space, called the attractor. Even though
a chaotic system can be defined by simple deterministic rules, its energy spectrum
is similar to one created through statistical random processes. However, an important
difference between mathematical chaos and random processes is that the statistical
model will span the geometrid-dimensional space, while mathematical chaos will
have an attractor of limited volume. Theoretically, one can know more about the
chaotic system than can be described from a strictly random process.

Lorenz (1963) presented an example of a forced/damped chaotic system. His sys-
tem of three equations was based on a convective model, but the tendency for the
system’s trajectory to lie near two locations in phase space, called fixed points, has
made it a common analog for weather and climate comparisons (Palmer, 1993). The
time series of the variable representing intensity of overturning from the Lorenz
model shows two time scales, a rapid oscillation and slower time scale when the
system can switch between two regimes with different convective intensities (Fig. 9).
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Fig. 9. The solution trajectory for the Lorenz (1963) model plotted in two dimensions. The solution
never repeats itself exactly, but tends to stay in the vicinity of either of the fixed points or transitions
from one fixed point to the other.

There are two relevant conclusions from the study of simple chaotic systems. The
first is that, if the trajectory is near one of the fixed points, it will tend to stay near
the fixed point or translate smoothly to the other fixed point. Small perturbations to
the system will not change its trajectory significantly. However, if the system state
is far from the two fixed points, its trajectory will be sensitive to small perturbations
and will have large amplitude oscillations. Thus the stability of the system and its
response to external forcing are time dependent. The second conclusion is that when
the external forcing changes, the phase position of the two fixed points does not
change, but there is a change in the probability of finding the state near the two
fixed points (Palmer, 1999).

Another relevant chaos model is the “simplest possible general circulation model
(GCM)” of Lorenz (1990). The primary variable represents the strength of a large-
scale west wind or the geostrophically equivalent large-scale north/south atmospheric
temperature gradient. The second and third variables are the strengths of the cosine
and sine phases of a chain of superposed waves. The time scale for this system is
days, and it is forced by a north/south temperature gradient and an east/west asym-
metry. When the forcing is constant, the solution shows no pronounced variation with
periods of a year or longer. However, when a seasonal cycle is added by allowing the
north/south temperature gradient to vary over a year, decadal time-scale variations in
the model’s climate are generated that are on the same order as interannual variations
(Pielke & Zeng, 1994). No long-term physical mechanisms are required to account
for the substantial long-term deviations. This type of forced/damped system generates
energy in periods that are multiples of each other. Through doubling, the Lorenz
simple GCM shows that decadal scale variability can be generated from a high-
frequency model of daily weather when its forcing is varied through an annual cycle.
The importance of seasonality on interannual variability of winter dynamics in the
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North Pacific was noted by Newman and Sardeshmukh (1998). Jin, Neelin and Ghil
(1994) noted the importance of the annual cycle on the ENSO system.

Simple ocean box models can be added to the Lorenz simple GCM to represent
the coupled atmosphere/ocean system. High-frequency atmospheric forcing drives
an ocean whose response feeds back low-frequency changes to the atmospheric
boundary conditions. Zondervan (1996) developed this kind of coupled model. Fig.
10 shows an example of his results with the upper time series showing the strength
of the zonal wind, and lower time series showing the ocean temperature. The relation-
ship between high-frequency and low-frequency variance in the two time series begs
a comparison between the interannual and multi-decadal energy in the NPI and
the PDO.

5.3. A chaotic conceptual model for the North Pacific

The similarities between the North Pacific and chaotic systems outlined above
imply that a new conceptual model can be considered for the North Pacific whereby
it is described as a forced dissipative system organized by underlying dynamic prin-
ciples. This organization is achieved by air/sea interaction processes that suggest
decadal scale coupling (Nimich, Latif, Venzke & Maier-Reimer, 1998; Neelin &
Wang, 1999). It is straightforward to start with a system of non-linear equations and

X with cutoff at 0.6 cycles/year

115~ - 1.15
1.10 f— —1.10
1.05 ; —1.05
x = 3
1.00— — 1.00
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5.90 5.90
5.85 : - 5.85
— F ]
5.80— —5.80
5.75 C ] 5.75
0 100 200 300 400 500
Time in Years

Fig. 10. The results of a simple atmosphere/SST chaos model (Zondervan, 1996). Top panel shows the
strength of the zonal windX)); bottom panel shows the SST)(in a forced response ocean. The relation-

ship between high- and low-frequency variability in these figures has the same character as the NPI and
the PDO.
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describe the outcomes, but it is much more difficult to start with the observational
record and deduce the underlying system. The observational time series are too short
to rigorously show the presence of chaotic dynamic processes (Cambel, 1993). What
we can say is that the North Pacific shows several properties that subjectively fit a
chaotic model, rather than an oscillator or statistical steady-state model. The North
Pacific system may not be fully chaotic, but it shows intermittent nonlinear behavior
(Zimmer, 1999).

Although the Northern Hemisphere climate undergoes continual fluctuations, it
does have a tendency to linger in preferred states or fixed points, characterized by
explicit large-scale spatial patterns (Kimoto & Ghil, 1993; Corti, Molteni & Palmer,
1999; Smyth, Ide & Ghil, 1999). Corti et al. (1999) used a reduced set of 500 mb
geopotential heights from 1949-94 to show that the probability density function of
the state space had four maxima, none of which was Gaussian around the origin.
Two of the maxima have projections on the Pacific North American (PNA) pattern.
The PNA is a well-known tropospheric pattern based on 500 mb flow which is more
zonal in its negative phase and has greater north—south amplitude in its positive
phase (Rossby et al., 1939; Wallace, Zhang & Lau, 1993; Lin & Derome, 1997).
The PNA is also shown to be coupled to the PDO (Wallace, Smith & Bretherton,
1992). The positive and negative phases of the PNA play an important part in the
preferred cycles of northern hemispheric variability (Molteni, Tibaldi & Palmer,
1990; Haines & Hannachi, 1995). The North Pacific appears to have a few preferred
states, but no state is an exact repeat.

The preferred states of the North Pacific ocean—atmosphere system tend to be
stable, meaning the system is less responsive to changes in the external forcing. But
there are other states, i.e. locations in the phase space, where small external changes
can force rapid transitions to the other states. Examples of external forcing par-
ameters might be SST anomalies, Eldlica Niha, sea ice extent, snow cover, or
solar or lunar phases. Climate shifts in the North Pacific on decadal and longer
timescales may be triggered by extreme events in a given year. For example, Watan-
abe and Nitta (1999) suggest the 1989 shift in the Aleutian low was related to extreme
Siberian snow cover. Wooster and Hollowed (1995) noted that warm eras in the
northeast Pacific could be initiated by ENSO. Further examination of Fig. 3, which
contains our PC1 and PC2 time series representing the PDO and\itth respect-
ively, shows that many of the large shifts in the PDO (1958, 1962, 1989) were
preceded by strong NinNorth events (1957, 1961, and 1988). However, not all
decadal North Pacific SST shifts are associated with ENSO events. For example, the
1977 shift was preceded by a year with record ice extent in the Bering Sea. In this
example, the PDO and NinNorth could be considered a 2-dimensional phase space
for the North Pacific.

The presence of La Nanconditions in 1998-1999, the extremely large positive
spike in the Nito North time series (Fig. 3) for 1999, and the recent extreme varia-
bility of sea ice in the Bering Sea may be indicators of a shift in the PDO for 1999.
Hare and Mantua (2000) note that SSTs along the Pacific coast of North America
have been cooler than normal since late 1998, and they also suggest that the PDO
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may have shifted to its negative phase. Large recent interannual variability would
be consistent with this type of system transition.

6. Summary

The energy content of North Pacific time series are broad banded and temporally
irregular. The PDO has relatively more interdecadal and pentadecadal energy than
the NPI or the Sitka air temperature (Table 1). This may result from either ocean
coupling or the predominance of the central Pacific SST contribution to the PDO.
The decadal variability in NP1 and Sitka air temperature shifted smoothly from about
8 to 20 years during the 20th century. A chaotic conceptual model has been applied
to the North Pacific that is consistent with the observed irregular behavior and sug-
gests that the transitions from one state to another are rapid rather than gradual. It
should be noted, however, that the time series are too short to prove that the North
Pacific is chaotic.

Should we be disappointed that the North Pacific exhibits chaotic behavior? The
disappointment might come from the more general definition of chaos which is “any
great confusion or disorder.” But the use of the word chaos in the context of this
paper implies that there is order behind the irregularity of the system. A chaotic
trajectory tends to return to the vicinity of its previous location, and there are only
a few quasi-stable states. This return occurs more often than would be expected
statistically, given the observed variance of the time series (Tsonis, 1992). There is
evidence that the PNA behaves like a fixed point of a chaotic attractor (Hannachi,
1997) and that it is coupled to the PDO (Wallace et al., 1992). The feedback between
the atmosphere and the ocean promotes decadal signals. Careful averaging also can
lower the dimensions of the system and make it more amenable to analysis (Nicolis &
Nicolis, 1995).

A chaotic conceptual model may lead to better understanding of the low-frequency
relationship between physical and biological systems in the North Pacific. One
characteristic of a chaotic system is that near the time of major interdecadal transition
there would be several years of extreme, and perhaps opposite, anomalies in the
physical system. These extreme anomalies provide opportunities for change in the
biological system. The late 1990s may provide an example of this type of tran-
sitional period.
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