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Performance
· Number of satellites used to generate experimental products more than doubled (increased from 3 in FY04 to 7 in FY05).

· 80+ Individual Fields/Products

· > 20 Gbytes/day

· 40 Grid Office PCs on sustainable domain will be completed after NOAA/NESDIS/OSDPD/IPD office PCs move to new NOAA Satellite Operations Facility (NSOF) 

· Move to NSOF building will include move to a new domain so it doesn’t make sense to set up the 40-PC grid until then (current grid is 7-PC and is more than enough for current applications).  

· Grid Domain Implementation Plan has been written for NOAA/NESDIS/OSDPD/IPD personnel (Grid domain will be merged into NSOF domain).

· PC initializing Image with Grid capabilities has been created for NOAA/NESDIS/OSDPD/IPD personnel on current domain (modifications for NSOF domain expected to be complete in summer of 2005)

· Servers procured to raise Grid to operational status in summer of 2005

· Documentation has been written and personnel have been trained

· Briefing to NOAA’s Satellite Products and Services Review Board will let operational users know of the new platform and experimental products

· NOAA/NESDIS/OSDPD/IPD has agreed to maintain the Grid with base funding if users are interested in making the current experimental products operational.

Project Summary

NOAA Office PCs sit unused for more than 80% of the time when considering evenings, weekends, lunch hours, and meetings.  A Grid using existing office PCs has the potential to be an enormous computing resource for NOAA, particularly considering current and planned connections of NOAA to the Next Generation Internet. In the FY 2002 HPCC funded project, “Harnessing NOAA Office PCs for Improved Satellite Data Processing and Technology Transition,” a cluster of seven office PCs was set up and the proof of concept successfully demonstrated the ability to securely process satellite data during idle time. The purpose of this FY 2004 follow-on work is to demonstrate the expanded implementation of the concept in a manner that the system can be sustained reliably and at low-cost into the future. Specifically, the system will be placed on office PCs as they are upgraded at the NOAA/NESDIS/OSDPD Suitland, MD campus. Approximately one-third of the 120 office PCs are upgraded each year. A preliminary cost-benefit study revealed that if this were successfully done and the CPU cycles were used by applications more than $1,000,000 in hardware and associated staffing costs could be avoided over five years.
The FY 2004 follow-on work will be completed after the move on the Suitland MD campus from Federal Building #4 to the NOAA Satellite Operations Facility (NSOF) later this year.  This is to eliminate any “double work” because a domain change is planned for all office PC’s at that time anyway and the Grid system can be easily incorporated.  However, we have pressed on with everything except for the actual implementation of the 40-PC grid by using our current 7-PC grid.  In addition to creating more and improved experimental products from satellite data (now processing 7 satellite-data-streams up from 3) using the Office PC-Grid concept, NOAA/NESDIS’ Information Processing Division accepted the maintenance documentation and concept, purchased 2 new servers and placed maintenance of the Office PC Grid into their requirements for the next long-term maintenance contract.  In the meantime, IPD is using current base-funds to support maintenance.

Expenditure Summary

· Contracts:  ~$20,000:  write Domain Maintenance Solution Plan, generate PC Initializing-images with Helpdesk personnel and install upgrades to experimental products

· Software:  ~$5,000: Camellia Batch Job Server Site License

· Training:  ~$5,000:  2 sessions (one has occurred, 2nd to occur in late summer) to train applications personnel how to use the grid system

Future Direction

· Finalize installation of 2 new servers to run the 7-PC grid and announce to NOAA’s Satellite Products and Services Review Board that the platform can be considered for operational applications (Summer 2005)

· Install PC-grid on all PC’s that move to NSOF as they move to a new windows-based domain (Fall/Winter 2005)

· Work with applications programmers to implement operational applications on the PC-grid (anticipate many of these will be the same as the current experimental applications)

· Finalize the cost-benefit analysis assessing the technology transfer improvements anticipated for PC-based applications moving from university or other environments to an operational status

· Work with NOAA’s National Climate Data Center to determine interest in using the PC-grid for climate applications/reprocessing of satellite data
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